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1
HYBRID NETWORKING SYSTEM WITH
SEAMLESS PATH SWITCHING OF
STREAMS

BACKGROUND

1. Field of the Disclosure

The present invention relates generally to communication
systems, and more particularly to systems and methods for
transmitting and receiving streams in a network including a
plurality of transmission media.

2. Description of the Related Art

There are a variety of networking technologies which are
currently commonly used to build communication networks.
Some examples include wireless local area network
(WLAN) technologies, powerline communication technolo-
gies, Ethernet, and 802.16 (WiMAX), among other network-
ing technologies. It is even relatively common (e.g., in a
household setting) for multiple such communication net-
works to exist in the same space. In such situations, hybrid
networking devices, which can couple to other hybrid net-
working devices using multiple different networking tech-
nologies, thereby forming a more robust hybrid network,
would be particularly useful.

However, the communication mechanisms (e.g., the trans-
mission media), and protocol specifics (e.g., device and
topology discovery, bridging to other networks, etc.) for
individual networking technologies are typically unique to
each networking technology. Bridging such diverse net-
working technologies to form an effective hybrid network is
a challenging goal, and improvements in a variety of areas
of hybrid networking would be desirable.

SUMMARY OF THE DISCLOSURE

Embodiments of the disclosure are presented in order to
improve networking systems. More specifically, embodi-
ments of the disclosure are directed at methods for path
selection, load balancing, stream aggregation, packet loss
minimization, duplicate packet detection, and out-of-order
packet re-ordering, in networking systems which are capable
of using multiple transmission media to transmit/receive a
stream.

Some embodiments of the disclosure may be imple-
mented by an electronic device (e.g., a first hybrid network-
ing device) which is coupled to another electronic device
(e.g., a second hybrid networking device) via a plurality of
transmission media. For example, the electronic devices
may be capable of communicating via multiple types of
networks, of which at least some may utilize different
transmission media to convey communication. Furthermore,
in some embodiments, at least one of the transmission media
may be substantially dynamic in nature, e.g., the PHY rate
of at least one of the transmission media may vary substan-
tially over time.

Electronic devices which are coupled to one another via
a plurality of transmission media have the advantage of
being capable of using any or all (or some combination) of
the transmission media to communicate. However, in order
to make optimal use of different transmission media and
associated networking technologies, advanced control algo-
rithms may be required. For example, some types of com-
munications may be better suited to one type of networking
technology and/or transmission medium than others. Intel-
ligently selecting a transmission medium on which to trans-
mit a stream from a plurality of available transmission media
is a non-trivial exercise, especially when medium charac-
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2

teristics may change over time and must be monitored
regularly. This process is referred to herein as path selection,
and one set of embodiments of the disclosure relate to a
system and method for path selection.

Furthermore, as stream characteristics (e.g., how much
bandwidth a stream utilizes) and medium characteristics
(e.g., link capacity of a transmission medium) change over
time, oversubscription conditions may occur on one or more
transmission media. In addition, under some circumstances
atransmission medium may temporarily or permanently fail.
Balancing the various streams which are being communi-
cated between electronic devices over multiple transmission
media in order to optimize use of available network capacity
while avoiding oversubscription and providing appropriate
service to various types of content streams is accordingly
another important aspect of this disclosure. The process of
monitoring the various transmission media and selecting and
moving one or more streams from one transmission medium
to another transmission medium in order to optimize use of
the various transmission media is referred to herein as load
balancing, and one set of embodiments of the disclosure
relate to a system and method for load balancing.

The availability of multiple transmission media for com-
municating also lends itself to the possibility of transmitting
a stream using multiple transmission media. For example, in
some situations, a communication stream may have a band-
width requirement which is larger than can be sustained in
its entirety by any single transmission media. This may
occur in cases of very large streams, or, possibly more
commonly, if a number of streams are already being com-
municated on each transmission medium and there is limited
available link capacity remaining on any given transmission
medium. In such situations, it may be desirable for part of a
communication stream to be communicated on a first trans-
mission medium while another part of the communication
stream is communicated on a second transmission medium.
This process is referred to herein as stream splitting and
stream aggregation (e.g., because the stream may be split on
the transmit side, and aggregated on the receive side), and
one set of embodiments of the disclosure relate to a system
and method for selecting a stream for stream splitting/
aggregation. As with path selection and load balancing, the
process of selecting a stream for splitting/aggregation and
determining in what manner to split the stream may be
complicated by the fact that one or more of the transmission
media may be dynamic in nature. It should be noted that in
some embodiments, stream splitting/aggregation may also
be used in the process of load balancing, e.g., as a more
advanced technique.

The idea of using multiple transmission media to com-
municate between two electronic devices has many obvious
advantages: in particular, a more robust network with greater
overall capacity may thereby be created, with greater flex-
ibility for accommodating different types of content with
different Quality of Service (QoS) requirements or other
needs. However, coordinating a move of a stream (partially,
as in stream splitting/aggregation, or entirely) from one
transmission medium to another transmission medium in a
manner that will be recognized and successfully received by
the receiving electronic device presents its own set of
challenges. This may especially be the case if the transmis-
sion media are significantly different in nature and utilize
different networking technologies. One example of this is
packet ordering. If the transmission media have different
transmission latencies, which may be common for different
types of communication interfaces, the last few packets
being communicated on a switched-from transmission
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medium may be received by an electronic device after the
first few packets being communicated on a switched-to
transmission medium. One set of embodiments of the dis-
closure relates to a system and method for enabling a
receiver to detect such out-of-order packets and re-order
them.

Additionally, while the ability to utilize multiple trans-
mission media in a coordinated manner to communicate
between two electronic devices provides the potential for
moving a stream from a transmission medium which has
failed to a transmission medium which is still functional, it
would be desirable to provide a way to minimize potential
packet loss caused by the failed transmission medium. One
set of embodiments of the disclosure accordingly relates to
a system and method for minimizing packet loss at a receiver
when switching a stream to a new transmission medium,
e.g., by maintaining a packet buffer which can be re-
transmitted on a new transmission medium if it is deter-
mined that some or all of the packets in the packet buffer
weren’t successfully communicated to the receiver via the
original transmission medium.

As a result of the aforementioned packet-loss minimiza-
tion technique, or for other reasons, it may sometimes be the
case that duplicate packets are communicated in switching a
stream from one transmission medium to another transmis-
sion medium. For example, if a failing transmission medium
transmits some of the packets which it is scheduled to
transmit before failing, but the transmitting electronic device
has no way of knowing this, it may re-transmit those packets
using the new transmission medium. In this case the receiver
may receive duplicate copies of at least some packets of a
communication stream. It would be desirable for the receiver
to be able to quickly determine this, preferably without
needing to inspect the contents of the packets, in order to
discard duplicate packets. Accordingly, one set of embodi-
ments of the disclosure relate to a system and method for
duplicate packet detection and removal.

The various embodiments of the disclosure may be imple-
mented individually or in combination, as desired. For
example, according to one set of embodiments, a first hybrid
networking device which is coupled to a second hybrid
networking device via a plurality of transmission media may
be configured to implement path selection, load balancing,
stream splitting/aggregation, out-of-order packet re-order-
ing, and packet loss minimization with duplicate packet
detection and removal according to elements of the disclo-
sure.

BRIEF DESCRIPTION OF THE DRAWINGS

A better understanding of the present invention can be
obtained when the following Detailed Description of the
Embodiments is read in conjunction with the following
drawings, in which:

FIG. 1 illustrates an exemplary communication network
including a plurality of networking technologies, according
to one embodiment;

FIG. 2 is a system diagram of an exemplary device
according to one embodiment;

FIG. 3 is a conceptual diagram illustrating an exemplary
protocol stack for a hybrid device that implements multiple
networking interfaces according to one embodiment;

FIGS. 4-7 are flowchart diagrams illustrating methods for
transmitting and receiving streams via multiple transmission
media according to one set of embodiments;
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FIG. 8 is a communication diagram illustrating message
flow between a transmitting device and a receiving device
surrounding stream splitting/stream aggregation according
to one embodiment;

FIG. 9 is a chart illustrating hypothetical link capacities of
various transmission media according to different scenarios
according to one embodiment;

FIGS. 10A-B are block diagrams illustrating scenarios in
which stream splitting/stream aggregation may be imple-
mented according to one embodiment; and

FIG. 11 is a diagram illustrating a circular buffer which
may be used by a receiving device to maintain packet
ordering of an aggregated packet stream according to one
embodiment.

While the invention is susceptible to various modifica-
tions and alternative forms, specific embodiments thereof
are shown by way of example in the drawings and are herein
described in detail. It should be understood, however, that
the drawings and detailed description thereto are not
intended to limit the invention to the particular form dis-
closed, but on the contrary, the intention is to cover all
modifications, equivalents and alternatives falling within the
spirit and scope of the present invention as defined by the
appended claims.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE DISCLOSURE

Terms

The following is a glossary of terms used in the present
application:

Memory Medium—Any of various types of memory
devices or storage devices. The terms “memory” and
“memory medium” are intended to include an installation
medium, e.g., a CD-ROM, floppy disks, or tape device; a
computer system memory or random access memory such as
DRAM, DDR RAM, SRAM, EDO RAM, Rambus RAM,
etc.; or a non-volatile memory such as flash memory, hard-
ware registers, a magnetic media (e.g., a hard drive), or
optical storage. The memory medium may comprise other
types of memory as well, or combinations thereof. The term
“memory medium” may include two or more memory
mediums.

Computer System—Any of various types of mobile or
stationary computing or processing systems, including a
personal computer system (PC), mainframe computer sys-
tem, workstation, network appliance, Internet appliance,
mobile phone, smart phone, laptop, notebook, netbook, or
tablet computer system, personal digital assistant (PDA),
multimedia device, or other device or combinations of
devices. In general, the term “computer system” can be
broadly defined to encompass any device (or combination of
devices) having at least one processor that executes instruc-
tions from a memory medium.

Transmission Medium—Any of various media capable of
being used for transmitting/receiving communication,
including wired transmission media (such as twisted pair,
optical fiber, telephone wiring, electrical wiring, etc) or
wireless transmission media (such as any of a variety of
licensed or unlicensed bands in the electromagnetic spec-
trum, etc.). The phrase “dynamic transmission medium”
may more specifically refer to a transmission medium which
is subject to substantial changes in its PHY rate over a short
amount of time. 802.11 (WLAN/Wi-Fi) and powerline com-
munication networks (PLC) are two examples of networking
technologies which utilize dynamic transmission media:
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relatively unpredictable factors such as interference, channel
fading, noisy conditions, and others may affect both the ISM
bands used by 802.11 networks and the electrical wiring
used by PLC networks.

Stream—Also referred to as “Flow”. As generally under-
stood by those skilled in the art, the term stream may refer
to a sequence of data elements made available over time
which share some common characteristics. As one example,
the data elements of a stream might have the same source
and destination IP address and ports. In some embodiments
the phrase may be used to refer to a sequence of data packets
which are intended for use together, typically in an intended
(e.g., sequential) order. For example, a stream might include
a sequence of packets which may be used by an application
to present a video (e.g., a video stream).

FIG. 1

FIG. 1 illustrates an exemplary hybrid network 100
including several devices 102a, 1025, . . . 102% coupled via
a plurality of networks (e.g., each of which may utilize a
different transmission medium, or in some cases, multiple
transmission media). The networking technologies may
include Wi-Fi (e.g., using 2.4 GHz, 5 GHz, and/or another
ISM band as its transmission medium), powerline commu-
nications (e.g., using electrical wiring as its transmission
medium), Ethernet (e.g., using twisted pair, optical fiber,
and/or other wired transmission media), and/or any of a
variety of other networking technologies/transmission
media. It should be noted that while FIG. 1 illustrates one
possible hybrid network, other networking technologies may
be used additionally or alternatively to the networking
technologies shown, in any of a variety of arrangements, in
accordance with embodiments of this disclosure.

FIG. 2

FIG. 2 is a block diagram of one embodiment of an
electronic device 200 configured to implement one or more
embodiments of this disclosure. In some implementations,
the electronic device 200 may be one of a desktop computer,
laptop computer, a tablet computer, a mobile phone, a smart
appliance, a powerline communication device, a gaming
console, network bridging devices, or other electronic sys-
tems comprising a hybrid communication unit configured to
communicate across multiple communication networks. The
electronic device 200 includes a processor unit 202 (possibly
including multiple processors, multiple cores, multiple
nodes, and/or implementing multi-threading, etc.). The elec-
tronic device 200 includes a memory unit 206. The memory
unit 206 may be system memory (e.g., one or more of cache,
SRAM, DRAM, zero capacitor RAM, Twin Transistor
RAM, eDRAM, EDO RAM, DDR RAM, EEPROM,
NRAM, RRAM, SONOS, PRAM, etc.) or any one or more
of the above already described possible realizations of
machine-readable media. The electronic device 200 also
includes a bus 210 (e.g., PCIL, ISA, PCI-Express, Hyper-
Transport®, InfiniBand®, NuBus, AHB, AXI, etc.), and
network interfaces 204 that may include one or more of a
wireless network interface (e.g., a WLAN interface, a Blu-
etooth® interface, a WiMAX interface, a ZigBee® interface,
a Wireless USB interface, etc.) and/or a wired network
interface (e.g., a powerline communication interface, an
Ethernet interface, etc.). In some implementations, the elec-
tronic device 200 can comprise a plurality of network
interfaces—each of which couples the electronic device 200
to a different communication network. For example, the
electronic device 200 can comprise a powerline communi-
cation interface, an Ethernet interface, and a WLAN inter-
face that couple the electronic device 200 with a powerline
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communication network segment, Ethernet, and a wireless
local area network respectively.

The electronic device 200 also includes a communication
unit 208. The communication unit 208 may comprise a
hybrid control entity 212 and a hybrid bridge 214. The
hybrid control entity 212 and hybrid bridge 214 may be
configured to perform any of a number of techniques relat-
ing to transmission and/or reception of streams using mul-
tiple, possibly dynamic transmission media. For example,
the hybrid control entity 212 and/or hybrid bridge 214 may
be configured to implement any or all of the methods of
FIGS. 4-7 according to one set of embodiments. Any one of
these functionalities may be partially (or entirely) imple-
mented in hardware and/or on the processor unit 202 (e.g.,
executing program instructions stored on a memory medium
such as memory unit 206). For example, the functionality
may be implemented with an application specific integrated
circuit, in logic implemented in the processor unit 202, in a
co-processor on a peripheral device or card, etc. Further,
realizations may include fewer or additional components not
illustrated in FIG. 2 (e.g., video cards, audio cards, addi-
tional network interfaces, peripheral devices, etc.). The
processor unit 202, the memory unit 206, and the network
interfaces 204 are coupled to the bus 210. Although illus-
trated as being coupled to the bus 210, the memory unit 206
may be coupled to the processor unit 202.

FIG. 3

In one implementation, as depicted in FIG. 3, the net-
working functionality of the hybrid devices 102a . . . 102»
can be partitioned into sub-functions using a “layered”
approach, consistent with the International Standards Orga-
nization (ISO) Open Systems Interconnection (OSI) refer-
ence model. The set of networking protocol layers may be
referred to as a “protocol stack.” FIG. 3 depicts an example
protocol stack for a device 102 that implements multiple
networking interfaces. In the example of FIG. 3, the hybrid
device 102 includes two communication interfaces. There-
fore, the hybrid device 102 comprises two physical (PHY)
layers 302 and 304 and two corresponding Medium Access
Control (MAC) layers 306 and 308. The MAC layer 306 and
the PHY 302 layer couple the device 102 to one communi-
cation network segment 322 (e.g., Ethernet). Similarly, the
MAC layer 308 and the PHY layer 304 couple the hybrid
device 102 to another communication network segment 324
(e.g., powerline communication network). It is noted that the
communication network segments 322 and 324 can each be
a portion of an extended bridged network, such as a hybrid
communication network. The device 102 comprises a net-
work layer 312. The network layer 312 can implement an
Internet Protocol version 4 (IPv4) communication protocol,
an Internet Protocol version 6 (IPv6) communication pro-
tocol, an AppleTalk® communication protocol, or other
suitable network layer protocol. The device 102 also imple-
ments a “hybrid adaptation layer” 310 between the network
layer 312 and the MAC layers 306 and 308. In one example,
as depicted in FIG. 3, the hybrid adaptation layer 310 can
comprise the hybrid control entity 212, the hybrid bridge
214, and/or other modules configured to implement embodi-
ments of this disclosure. The device 102 also comprises a
transport layer 314 that operates across the network layer
312. The hybrid device 102 can implement transmission
control protocol (TCP), user datagram protocol (UDP),
and/or other suitable transport layer protocols depending on
the network layer protocol implemented by the hybrid
device 102. The hybrid device 102 also comprises three
applications 316, 318, and 320 that may utilize the protocol
stack for communication with other devices.
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In some implementations, the application layer (compris-
ing the applications 316, 318 and 320), the transport layer
314, and the network layer 312 can be collectively referred
to as “upper protocol layers.” The MAC layers 306 and 308
and the PHY layers 302 and 304 can be collectively referred
to as “lower protocol layers.” The hybrid adaptation layer
310 can implement functionality for managing network
communications in the hybrid device 102 with a single set
of upper protocol layers (e.g., a single network layer and
transport layer for each upper layer protocol type imple-
mented) but with multiple networking interfaces (e.g., mul-
tiple PHY layers and MAC layers). In one implementation,
the hybrid adaptation layer 310 can interface with the
underlying MAC layers 306 and 308 to manage networking
resources and to make rapid packet route changes that are
transparent to the upper layers of the protocol stack. The
hybrid adaptation layer 310 can also enable the upper
protocol layers to operate as if the source hybrid device 102
comprises only a single MAC layer and a corresponding
single PHY layer. It is noted that the protocol stack depicted
in FIG. 3 illustrates one embodiment of the architecture of
a hybrid device 102. In other implementations, hybrid
device(s) 102 can comprise other suitable layers or sub-
layers, depending on the networking technology and
optional protocols that might be implemented. For example,
some networking technologies may implement an Ethernet
convergence layer above the MAC layer. As another
example, some networking technologies may include a
logical link control (LLC) protocol layer. Furthermore, in
some implementations, one or more other sub-layers may
execute functionality described herein.

FIGS. 4-8

FIGS. 4-7 are flowchart diagrams illustrating several
methods relating to network communication using multiple
transmission media. While the steps described below with
respect to FIGS. 4-7 are shown in a certain order, it should
be noted that, according to various embodiments, one or
more of the steps may be omitted, repeated, or performed in
a different order than shown. One or more additional steps
may also or alternatively be added, as desired. In some
embodiments, one or more of the methods (or one or more
steps of one or more of the methods) may be combined with
each other.

FIG. 4 is a flowchart diagram illustrating embodiments of
a method for a device to transmit a stream to a second
device. The device implementing the method may be
coupled to the second device via a plurality of transmission
media; for example, the first and second devices may be two
of the devices shown in FIG. 1, in some embodiments. The
system implementing the method may be a system such as
shown in FIG. 2 and described with respect thereto, in some
embodiments. The system may implement an OSI protocol
stack such as shown in FIG. 3 and described with respect
thereto. For example, in one set of embodiments, the method
may be implemented at the hybrid adaptation layer 310, e.g.,
by hybrid control entity 212 and/or hybrid bridge 214. In
other embodiments, the method may be implemented at
another layer or several layers (e.g., each of several layers
may implement elements of the method). The method may
be performed as follows.

In 402, path characteristics of each of a plurality of
transmission media may be determined. In some embodi-
ments, at least one of the transmission media may be
substantially dynamic in nature. For example, the transmis-
sion media could include Wi-Fi (e.g., using 2.4 GHz, 5 GHz,
and/or or another ISM frequency band), PLC (e.g., using
electrical wiring), and/or one or more other substantially
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dynamic transmission media, which may vary in PHY rate
over time depending on various factors (e.g., including
interference, channel fading, or other factors). The transmis-
sion media may also include one or more transmission
media which are not substantially dynamic in nature, i.e.,
transmission media for which the PHY rate may be substan-
tially static and predictable over time, such as Ethernet.

According to some embodiments, the path characteristics
determined for each transmission medium may include a
current medium utilization, a maximum medium utilization,
and/or one or more link capacities of each transmission
medium. According to some embodiments, current medium
utilization may be a percentage of time during which the
transmission medium is busy. Maximum medium utilization
may be a maximum permitted medium utilization. For
example, if the current medium utilization is higher than the
maximum medium utilization, the transmission medium
may be considered oversubscribed or over-capacity, which
may trigger one or more load-balancing decisions. In some
embodiments, the maximum medium utilization may be set
at less than 100%, i.e., a margin may be maintained in order
to provide desired performance, e.g., accounting for vari-
ability in individual stream medium utilization. In other
words, because the medium use rate of individual packet
streams (the individual streams’ “stream medium utiliza-
tion”) may vary over time, it may be desirable to set the
maximum medium utilization rate at less than 100%, in
order to avoid negatively impacting the performance of
streams being communicated on the transmission medium
by shifting traffic away from the medium before the amount
of traffic that is scheduled to be transmitted on the medium
exceeds the capacity of the medium to support that traffic.
Maximum medium utilization of a transmission medium
may be different for different types of transmission media/
communication interfaces and/or depending on different
types of streams (e.g., based on stream content, packet type,
and/or priority level) which are scheduled to use the trans-
mission medium according to various embodiments. The
link capacity of a transmission medium for a particular
destination may be the available data carrying capacity of
the transmission medium between the source and destination
device. In other words, a link capacity of a transmission
medium is a measure of how much additional data the
transmission medium is capable of transmitting to a particu-
lar device at a given time, e.g., in megabits per second
(Mbps), gigabits per second (Gbps), or any other unit of
measurement for data rates. In some embodiments, a link
capacity may be estimated for each possible destination
accessible by each transmission medium. For example,
according to one set of embodiments, if a device were
configured to communicate with two other devices using any
of PLC, Wi-Fi 2.4 GHz, or Wi-Fi 5 GHz, six link capacity
estimates might be determined. The link capacity may
account for maximum medium utilization, the PHY rate of
the transmission medium, and error rate, in some embodi-
ments. Other factors may also or alternatively be included in
link capacity calculation/estimation in some embodiments.
For example, in one set of embodiments, link capacity of a
transmission medium may be different for different types of
streams, e.g., depending on priority and/or content type,
because the link capacity calculation for higher priority
streams may account for the possibility of displacing a lower
priority stream.

It should be noted in some embodiments that these path
characteristics may be determined for all of the transmission
media (potentially including both dynamic and static trans-
mission media) available to the system. In addition to (or
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instead of one or more of) these path characteristics, one or
more other characteristics (possibly including medium spe-
cific characteristics) may be determined for one or more of
the transmission media. For example, in some embodiments,
effective medium utilization and link capacities may be
determined for Wi-Fi connections. These derived path char-
acteristics may be adjusted to account for the fact that such
connections may include relaying through an access point
(e.g., a wireless router). Additionally, use characteristics of
individual streams (e.g., packet streams) on each transmis-
sion medium may be determined in some embodiments. For
example, in some embodiments estimated stream medium
utilization may be determined for each stream being trans-
mitted on a transmission medium. As noted above, stream
medium utilization may be a measure (e.g., a percentage of
time) of how much a stream is using a transmission medium.

In 404, a first transmission medium may be selected from
the plurality of transmission media for the first stream based
on the determined path characteristics. The first stream may
be a “new” stream, i.e., a stream for which no packets have
yet been transmitted. The first stream may be intended for
transmission to the second device which is coupled to the
first device via the plurality of transmission media. In other
words, the second device may be capable of receiving
packets of the first stream from the first device via any of the
plurality of transmission media. Thus, the first device may
need to determine which transmission medium (path) to use
to initially transmit packets of the first stream to the second
device.

The actual path selection algorithm may use the deter-
mined path characteristics in any of a variety of ways,
depending, e.g., on how many transmission media are avail-
able and how much link capacity each transmission medium
currently has for the destination device of the first stream.
The path selection algorithm may also depend on stream
characteristics of the first stream (e.g., a content type (video,
audio, other, etc), a packet type (e.g., UDP, TCP, etc), a
priority level (e.g., low, medium, high). In some cases these
stream characteristics may be automatically or manually
correlated; for example, video content streams may auto-
matically receive a high priority level in some embodiments.
Other automatic or manual priority correlations are also
possible.

In one set of embodiments, the first transmission medium
may be selected based on having a greatest available link
capacity among the plurality of transmission media. In some
embodiments, the first transmission medium may be a
preferred medium for the type of stream of the first stream
among multiple transmission media that have sufficient link
capacity (e.g., link capacity above a certain threshold) to
support an additional stream of the type of the first stream.

In some embodiments, the path selection process may
include determining a preferred order of transmission media
for each of a plurality of types of streams. The preferred
order of transmission media for each of the plurality of types
of streams may apply primarily to new streams in some
embodiments. For example, the preferred order may be used
to assign a new stream to a transmission medium, but once
a stream has been assigned to a transmission medium,
packets of that stream may continue to be transmitted on that
medium indefinitely (e.g., unless re-assigned because of an
oversubscription or other event).

In one embodiment, the categorization of streams may be
very simple; for example, UDP packets may be assigned a
first preferred order of transmission media and non-UDP
packets may be assigned a second preferred order of trans-
mission media. In some embodiments, classification or
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categorization of streams based on type may not be per-
formed at all: all types of streams may be treated equally in
such embodiments. However, it may typically be desirable
to provide greater capability for differentiation and classi-
fication of stream types, in order to provide a wider range of
quality of service depending on stream characteristics, so in
some embodiments streams may be classified into more than
two classes.

Generally speaking, it may be preferable to assign high-
priority (e.g., based on content type (e.g., voice, video, data,
etc.), packet structure (TCP, UDP, etc.), manual assignment,
or another basis) packet streams to transmission media
which have a higher reliability and/or a greater link capacity
(e.g., in order to provide best performance to high priority
streams). However, other factors may also or alternatively
have significant roles in determining preferred order of
transmission media for a given type of stream.

It should be noted that in some embodiments, the assign-
ment of preferred orders of transmission media for different
stream types may be updated frequently based on changes to
path characteristics. For example, if the medium utilization
of a transmission medium increases significantly and/or the
medium becomes oversubscribed, that transmission medium
may fall to the bottom of the preferred order of transmission
media for one or more types of stream, in order to avoid
assigning additional streams to that transmission medium
until its medium utilization has decreased and its link
capacity has increased (e.g., because one or more streams
finished or have been re-assigned to different transmission
media).

In some embodiments, once the first transmission medium
has been selected for transmission of the first stream, infor-
mation may be stored indicating that subsequent packets of
the first stream should be routed to the first transmission
medium for transmission.

In 406, a first plurality of packets of the first stream may
be transmitted on the first transmission medium. Depending
on the embodiment, the first plurality of packets of the first
stream may be transmitted individually and/or in bursts (i.e.,
in groups of multiple packets), potentially with individual
packets or packet bursts of other streams transmitted on the
first transmission medium in between individual packets or
packet bursts of the first stream. The first plurality of packets
of the first stream may be routed to the first transmission
medium for transmission on the first transmission medium
based on the selection of the first transmission medium for
transmission of the first stream in step 406. In some embodi-
ments, the routing may specifically be based on the stored
information indicating that packets of the first stream should
be routed to the first transmission medium for transmission.
For example, in some embodiments, as new packets of the
first stream are received for transmission by the first device,
information in the new packets identifying the new packets
as being part of the first stream may be used, in combination
with the stored information indicating that packets of the
first stream should be routed to the first transmission
medium for transmission, to determine routing of the new
packets.

In some embodiments, one or more other packet streams
may be assigned to and transmitted on the first transmission
medium and/or one or more other of the plurality of trans-
mission media, e.g., before and/or after the assignment of
the first stream to the first transmission medium. In some
embodiments, path selection for such other streams may be
performed in a similar manner; for example, one or more
tables or other data structures may be maintained to track
current preferred selection order of the plurality of trans-
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mission media for different types of streams and to track
which transmission media are current assigned to which
active packet streams. In some embodiments, when packet
streams are no longer active, the stored information relating
to them may be removed from the table(s) or other data
structure(s).

It should also be noted that in some embodiments, one or
more active packet streams assigned to each transmission
medium may have different destination addresses. For
example, as noted above, in some embodiments, each trans-
mission medium may couple the device implementing the
method to multiple other devices. Thus, it may be possible
that one or more streams may be transmitted to different
destination devices using the same transmission medium.

In 408, it may be determined that current medium utili-
zation of the first transmission medium exceeds a first
threshold. This may occur after the first plurality of packets
(or at least a portion of the first plurality of packets) has been
transmitted on the first transmission medium, in some
embodiments, e.g., as a result of changed medium condi-
tions and/or additional streams having been assigned to the
first transmission medium. For example, it may be deter-
mined that current medium utilization exceeds maximum
medium utilization of the first transmission medium. As
noted above, this may be referred to herein as an over-
subscription event, and may indicate that the first medium is
over-subscribed. In order to maintain desired performance
and quality of service of streams on the first transmission
medium, it may be desirable to (partially or entirely) shift
one or more streams which are currently being transmitted
on the first transmission medium to another transmission
medium. Generally speaking it may be preferable to shift
streams between transmission media in their entirety, e.g., to
avoid overhead associated with transmitting streams using
multiple communication interfaces. However, in some cir-
cumstances (e.g., in which no available transmission
medium has sufficient link capacity to support transmission
of any stream currently being transmitted on the first trans-
mission medium in its entirety), it may be desirable to split
transmission of a stream between two or more communica-
tion interfaces.

In 4104, the first stream may be selected for transmission
on a second transmission medium. The first stream may be
selected for transmission on the second transmission
medium based on determining that current medium utiliza-
tion of the first transmission medium exceeds the first
threshold. The process for selecting the first stream for
transmission on the second transmission medium (e.g.,
instead of the first transmission medium) may contain simi-
larities to the process for initial path selection, in some
embodiments. For example, characteristics of the first
stream and any other streams being transmitted on the first
transmission medium (i.e., which is oversubscribed) may be
taken into consideration in selecting the first stream to be
moved to the second transmission medium. Similarly, char-
acteristics of the second transmission medium and any other
of the plurality of transmission media may be taken into
consideration in selecting the second transmission medium
for transmission of the first stream.

In some embodiments, the process of selecting a stream
which is currently being transmitted on the first transmission
medium to re-assign to a different transmission medium may
include determining the stream medium utilization of each
stream being transmitted on the first medium. According to
one set of embodiment, the stream with the largest stream
medium utilization may preferably be selected for re-assign-
ment to another transmission medium. In another set of
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embodiments, the stream with the smallest stream medium
utilization may preferably be selected for re-assignment to
another transmission medium. In some embodiments,
stream priority may also be considered; for example, in
some embodiments, a stream with a lowest priority level
may preferably be selected for re-assignment, or a stream
with largest (or smallest) stream medium utilization among
streams with a lowest priority level may be preferably
selected for re-assignment.

In other embodiments, other factors, in addition to or
instead of stream priority and stream medium utilization,
may be considered in determining which stream to re-assign
to a new transmission medium. For example, characteristics
of the transmission media themselves may affect which
stream is selected for re-assignment. In some embodiments,
characteristics of the available transmission media may also
or alternatively be taken into consideration in selecting the
new transmission medium to which a stream will be re-
assigned. For example, the current link capacity of each of
the plurality of transmission media may be determined and
considered, both in selecting a stream (e.g., the first stream)
for transmission on the new transmission medium (e.g., the
second transmission medium) and in selecting a new trans-
mission medium (e.g., the second transmission medium) on
which to transmit the stream selected for re-assignment (e.g.,
the first stream). As noted above, in some embodiments, it
may be preferable to select a stream with lowest priority
and/or greatest stream medium utilization for re-assignment.
However, if there is no transmission medium available with
sufficient link capacity to add the stream with lowest priority
and/or greatest stream medium utilization, a stream with
higher priority and/or lower stream medium utilization may
be selected for re-assignment.

In one exemplary set of embodiments, the re-assignment
process may be performed as follows. The transmission
medium with the greatest available link capacity may be
selected to have a stream re-assigned from the first trans-
mission medium to it. It may be determined whether the
selected transmission medium has sufficient link capacity for
the stream preferably selected (e.g., as a result of stream
priority, stream medium utilization, or other factors) for
re-assignment. If the selected transmission medium does
have sufficient link capacity for that stream, that stream may
be re-assigned to the selected transmission medium. If the
selected transmission medium does not have sufficient link
capacity for that stream, it may be determined whether the
selected transmission medium has sufficient link capacity for
a next-in-line stream. The process may be continued in such
a manner until an acceptable stream is selected for re-
assignment to the selected transmission medium. If no
acceptable stream is selected (e.g., if there are no available
transmission media with sufficient link capacity to support
any of the streams currently being transmitted on the first
transmission medium, or for another reason) for re-assign-
ment in its entirety, the method may alternately proceed to
step 4104, in order to determine whether a stream may be
partially re-assigned, e.g., split/aggregated.

In some embodiments, an indication may be provided to
the second device that the first stream has been reassigned to
the second transmission medium. The indication may
include a control message, such as one or more control
packets, or may take another form. Alternatively, in some
embodiments, no indication may be provided, and the sec-
ond device may be configured to determine that the first
stream has been re-assigned to the second transmission
medium simply based on receiving packets of the first
stream on the second transmission medium.
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In 4124, a second plurality of packets of the first stream
may be transmitted on the second transmission medium. The
second plurality of packets of the first stream may be
transmitted on the second transmission medium based on
selecting the first stream for transmission on the second
transmission medium (e.g., in 410a). After it is determined
that the first stream should be transmitted on the second
transmission medium (e.g., as a result of oversubscription of
the first transmission medium and a selection algorithm
based on one or more path characteristics of the second
transmission medium and/or one or more stream character-
istics of the first stream), information may be stored indi-
cating that subsequent packets of the first stream should be
routed to the second transmission medium. For example, if
there is a table or other data structure storing information
indicating to which transmission medium each active stream
is assigned, the table may be updated to indicate that the
packets of the first stream should be routed to the second
transmission medium.

After the first stream has been re-assigned to the second
transmission medium, packets of the first stream may no
longer be transmitted on the first transmission medium, e.g.,
based on the updated table or other data structure indicating
that packets of the first stream should be routed to the second
transmission medium. Depending on the level of oversub-
scription of the first transmission medium, the first trans-
mission medium may no longer be oversubscribed after
re-assignment of the first stream. In this case no further
re-assignment of streams may be necessary, at least until
another over-subscription event occurs (or a transmission
medium fails, in which case all streams being transmitted on
the transmission medium may be re-assigned to new trans-
mission media). However, if the first transmission medium
is still oversubscribed after re-assignment of the first stream,
another oversubscription event may occur, which in some
embodiments may trigger the re-assignment of another
stream away from the first transmission medium. It should
be noted that in some embodiments, there may be a delay
(e.g., a configurable delay) between shifting a stream away
from a transmission medium due to an oversubscription
event and re-measuring medium utilization of the transmis-
sion medium. This may be desirable in order to be sure that
updated data/statistics are used and the transmission medium
is not incorrectly determined to still be oversubscribed based
on older data/statistics.

As noted above, according to some embodiments, if no
stream being transmitted on the first transmission medium
may be re-assigned in its entirety to another transmission
medium without causing oversubscription of another trans-
mission medium, a stream may be selected for transmission
on multiple transmission media. Thus, in such a case, as an
alternative to step 410a, in 4105, the first stream may be
selected for transmission on both of the first transmission
medium and a second transmission medium. Thus, in some
embodiments, the first stream may be selected for transmis-
sion on both of the first transmission medium and the second
transmission medium based on determining that current
medium utilization of the first transmission medium exceeds
the first threshold, and also based on determining that there
is no alternate transmission medium among the plurality of
transmission media which has sufficient available link
capacity (e.g., to any destination device accessible by the
transmission medium) for any stream currently being trans-
mitted on the first transmission medium to be transmitted
entirely on the alternate transmission medium.

In addition, in some embodiments it may be determined
that the second device is configured to aggregate streams.
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This determination may be made based on initial configu-
ration messages transmitted between the first and second
devices, in some embodiments. Alternately, the first device
may query the second device, and receive a positive
response indicating that the second device is configured to
aggregate streams, or may simply attempt to split the first
stream without confirmation of the second device’s ability to
aggregate streams. In general, however, it may be preferable
to receive confirmation of the second device’s ability to
aggregate streams before splitting the first stream between
multiple transmission media. In some embodiments, if the
first device receives an indication that the second device is
not configured to aggregate streams, the first device may not
split the first stream. In this case a best effort attempt at load
balancing without stream splitting/aggregation may be
made. Alternatively, a stream being transmitted to a different
device using the first transmission medium may be selected
for splitting, e.g., if the other device supports stream aggre-
gation.

Selection of the two transmission media to which to
re-assign a stream may be more complicated than selecting
a stream for re-assignment to a single new transmission
medium in some embodiments. As noted above, splitting a
stream at a transmitting device and aggregating the split
stream at a receiving device may incur significant additional
overhead and may be a less efficient use of the individual
transmission media than transmitting all streams entirely on
one transmission medium or another. However, in situations
where it is difficult or impossible to load-balance the plu-
rality of transmission media in a manner that accommodates
all active streams without causing oversubscription of at
least one transmission medium, it may be preferable to other
options, as it may present an opportunity to more efficiently
use the plurality of transmission media as a whole.

In some embodiments, the selection process to determine
the two transmission media to which to re-assign a stream,
and selection of the stream to re-assign, may include use of
many of the same characteristics as are used in selection of
a transmission medium and stream for re-assignment with-
out splitting. For example, the link capacity of the various
transmission media and the stream medium utilization and/
or the type (e.g., priority) of the individual streams being
transmitted on the first transmission medium may be deter-
mined and used in selecting the first stream for re-assign-
ment to both the first and second transmission media. In one
exemplary set of embodiments, two transmission media with
highest link capacity may be selected to have a stream
re-assigned to them. In another set of embodiments, the first
transmission medium may automatically be selected to
continue transmitting a portion of the stream selected for
re-assignment, and a transmission medium with the highest
link capacity of the remaining transmission media may be
selected as the second transmission medium. Other pro-
cesses for selecting the two transmission media to which to
re-assign a stream may alternatively be used, if desired.

It should be noted that in some embodiments, it may not
be desirable to split a single stream between three or more
transmission media, as the increased overhead caused by
this additional splitting and aggregation may not be desir-
able or necessary. For example, if successful load balancing
cannot be achieved by splitting one stream between two
transmission media, it may be desirable to split a second
stream between two (e.g., other) transmission media rather
than split a single stream between three or more transmis-
sion media. However, splitting a stream between three or
more transmission media may be performed, if desired.
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As noted above, in some embodiments, selection of the
stream for splitting and re-assignment to multiple transmis-
sion media may be based on characteristics of the stream
and/or characteristics of the transmission media. For
example, in one set of embodiments, having selected the two
transmission media with the highest link capacities to which
to re-assign a stream, the stream to be re-assigned may be
selected based on its stream medium utilization and/or its
priority. Thus, in one set of embodiments, the stream (e.g.,
the first stream) may be selected from among streams which
have a lowest priority level, and may be a stream with a
highest stream medium utilization that can be accommo-
dated by the selected transmission media among the streams
with the lowest priority level. Alternatively, e.g., if no
acceptable stream with a lower priority can be found, the
stream may be selected from among streams with a higher
priority level, and may be a stream with a highest stream
medium utilization that can be accommodated by the
selected transmission media among streams which have the
higher priority level. Other sets of embodiments may utilize
different selection criteria and/or may use the same selection
criteria in a different way, as desired; for example, in another
set of embodiments, a stream with a smallest stream medium
utilization may preferably be selected, streams with higher
priority may be exempted from splitting (or re-assignment of
any form), and/or a stream of lowest priority may be selected
regardless of whether it can be accommodated by the
selected transmission media, e.g., as a best effort attempt at
load balancing.

In some embodiments, once a stream has been selected for
re-assignment, further calculations may be performed in
order to determine how best to split the stream (e.g., first
stream) between the selected transmission media (e.g., the
first and second transmission media). For example, it may be
desirable to determine a proportion of packets of the first
stream to be routed to the first transmission medium and a
proportion of packets of the first stream to be routed to the
second transmission medium in a manner that avoids over-
subscription of either transmission medium. In one set of
embodiments, this calculation may include determining an
amount by which the current medium utilization exceeds the
maximum medium utilization of the first transmission
medium, and selecting a ratio to use in splitting the first
stream which re-assigns at least the amount by which the
current medium utilization exceeds the maximum medium
utilization of the first transmission medium to the second
transmission medium.

In 4125, a second plurality of packets of the first stream
may be transmitted using both the first transmission medium
and the second transmission medium. Transmitting the first
stream using both the first transmission medium and the
second transmission medium may include transmitting a
first portion of the second plurality of packets on the first
transmission medium and transmitting a second portion of
the second plurality of packets on the second transmission
medium. In some embodiments, a ratio (e.g., an approximate
or exact ratio) configured to avoid subsequent oversubscrip-
tion of the first or second transmission medium may be
maintained between the first portion and the second portion
of the second plurality of packets.

As in other stream re-assignment situations, in some
embodiments information indicating that packets of the
stream selected for splitting/aggregation are to be routed to
the selected transmission media may be stored based on
selecting that stream and those transmission media. In
addition, in some embodiments, information indicating a
ratio to use in splitting the selected stream may be stored.
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The information may be stored in a table or other data
structure; for example, in some embodiments, the informa-
tion previously stored indicating the previous transmission
medium assignment of the selected stream may be updated
to indicate the selected stream’s new transmission media
assignment and ratio.

In some embodiments, an indication may also be provided
to the second device that the second plurality of packets is
being transmitted using both of the first and second trans-
mission media. In one set of embodiments, a control mes-
sage including aggregation instructions (e.g., including a
recommended size for an aggregation buffer) may be trans-
mitted by the first device to the second device, indicating
that the second plurality of packets is being transmitted
using both of the first and second transmission media. This
may allow the second device to initiate an aggregation buffer
and/or perform other techniques for aggregating the first
stream. In some embodiments, one or more techniques
intended to aid the second device in aggregating the first
stream may also be performed.

In one embodiment, sequence numbers may be inserted
into packets of the first stream, e.g., if the first stream doesn’t
already include sequence numbers. Sequence numbers may
assist the second device in re-ordering a split stream. While
TCP and RTP packet streams may inherently include packet
sequence numbers, UDP packet streams may not inherently
include sequence numbers accessible by the second device
and usable in re-ordering a split stream. Thus, in some
embodiments, sequence numbers may be inserted into pack-
ets of the first stream, e.g., by packet encapsulation (e.g.,
conversion to TCP), insertion of sequence numbers into a
redundant field (such as a VLAN tag, in some embodi-
ments), or by another means.

Alternatively, or in addition, switch marker packets may
be inserted at the beginning of bursts on each transmission
medium, in some embodiments. Switch marker packets may
indicate the beginning of a portion of a stream being
communicated on a transmission medium (a “burst”). Thus,
a “beginning-of-stream” marker packet communicated on
one transmission medium may indicate that a next portion of
the stream (according to intended packet ordering) is being
communicated on that transmission medium. In some
embodiments, each beginning-of-stream marker packet may
include information indicating a size of the burst about to be
transmitted on that transmission medium. This may allow
the receiver to determine when the burst is finished, and thus
possibly when a next burst should be expected on a different
transmission medium.

As noted above, in some embodiments, stream splitting/
aggregation may be executed in a manner that maintains a
ratio of the proportions of the stream which are transmitted
on each transmission medium. One means of accomplishing
this may be to use different burst sizes on each transmission
medium, where the burst sizes are configured according to
the ratio. For example, if a ratio of 21:33 is desired, packet
bursts of 21 (or a multiple of 21, such as 42) packets may be
transmitted on a first transmission medium while packet
bursts of 33 (or a multiple of 33, such as 66) may be
transmitted on a second transmission medium.

In some embodiments, “end-of-stream” marker packets
may also be used. For example, in some embodiments,
beginning-of-stream marker packets may not include infor-
mation indicating the size of the burst transmitted on that
transmission medium, but an end-of-stream marker packet
may be transmitted at the end of the burst to indicate to the
receiver that the burst is finished, (e.g., and that no further
packets of that stream are being communicated on that
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transmission medium at the current time). However, in some
embodiments, using end-of-stream marker packets may not
be as desirable, as it may represent an unnecessary addition
of overhead relative to simply including burst size informa-
tion in beginning-of-stream marker packets.

Thus, in one set of embodiments, a beginning-of-stream
marker packet may be inserted at the beginning of the first
portion of the second plurality of packets (and, in some
embodiments, an end-of-stream marker packet may be
inserted at the end of the first portion of the second plurality
of packets). Similarly, a beginning-of-stream marker packet
may be inserted at the beginning of the second portion of the
second plurality of packets (and, in some embodiments, an
end-of-stream marker packet may be inserted at the end of
the second portion of the second plurality of packets). The
switch marker packets may indicate to the second device
how to recombine the second plurality of packets according
to an intended stream packet order, such that after reception,
the first and second portions of the second plurality of
packets (and any subsequent stream portions, which may
similarly include beginning-of-stream and possibly end-of-
stream marker packets as long as the stream is being split)
may be re-combined in their intended order regardless of
whether they are received in order.

As noted above, stream splitting and aggregation may
incur additional overhead relative to transmitting a stream
entirely on a single transmission medium. Thus, in some
embodiments, it may be desirable to monitor the link capac-
ity of various transmission media and stream medium uti-
lization of various streams in order to re-merge split streams
when sufficient link capacity becomes available to transmit
a split stream entirely on a single transmission medium. For
example, in one set of embodiments, it may be determined,
at a subsequent time, that a transmission medium (e.g., the
first transmission medium, or another transmission medium)
has sufficient available link capacity for the first stream to be
transmitted entirely on that transmission medium. In such a
case, the first stream may be re-assigned entirely to that
transmission medium, and a third plurality of packets of the
first stream may be transmitted on that transmission
medium, all of which may be transmitted on the newly
selected transmission medium.

FIG. 5 is a flowchart diagram illustrating a method for a
device to receive a first stream from a second device on a
plurality of transmission media. According to some embodi-
ments, the steps of method of FIG. 5 may correspond to at
least some receiver-side actions in response to transmitter-
side actions such as shown in and described with respect to
FIG. 4. In particular, FIG. 5 may relate to the process of
being alerted to initiation of and/or termination of splitting
of a stream between two transmission media, and possible
actions taken by the receiver in order to insure successful
aggregation and correct packet ordering of a split stream.

The device implementing the method may be coupled to
the second device via a plurality of transmission media; for
example, the first and second devices may be two of the
devices shown in FIG. 1, in some embodiments. The system
implementing the method may be a system such as shown in
FIG. 2 and described with respect thereto, in some embodi-
ments. The system may implement an OSI protocol stack
such as shown in FIG. 3 and described with respect thereto.
For example, in one set of embodiments, the method may be
implemented at the hybrid adaptation layer 310, e.g., by
hybrid control entity 212 and/or hybrid bridge 214. In other
embodiments, the method may be implemented at another
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layer or several layers (e.g., each of several layers may
implement elements of the method). The method may be
performed as follows.

In 502, a first plurality of packets of the first stream may
be received from the second device on a first transmission
medium. All of the first plurality of packets may be received
on the first transmission medium. In other words, the first
stream may initially be received entirely on a single trans-
mission medium.

In 504, an indication may be received from the second
device that the first stream will be transmitted on both of the
first transmission medium and a second transmission
medium. The device may store information indicating that
the first stream will be transmitted on both of the first
transmission medium and the second transmission medium.
In some embodiments, receiving this indication may also
trigger initiation of an aggregation buffer in order to insure
that packet ordering of packets received on the first and
second transmission media isn’t compromised.

In 506, a second plurality of packets of the first stream
may be received from the second device using both the first
transmission medium and the second transmission medium.
A first portion (e.g., a first burst) of the second plurality of
packets may be received on the first transmission medium
while a second portion (e.g., a second burst) of the second
plurality of packets may be received on the second trans-
mission medium.

In some embodiments, packets of the first stream may be
received in an alternating manner (e.g., alternating bursts) on
the first and second medium. Because of this, it is possible
and even likely that on occasion packets will not be received
in their intended packet ordering. In other words, in some
embodiments, at least a portion of the second plurality of
packets of the first stream may be received in a different
order than intended. In such cases, one or more further steps
may be performed, e.g., in order to re-order the received
packets.

In 508 and 510, an intended order of the second plurality
of packets may be determined, and the second plurality of
packets may be re-ordered according to the intended order of
the second plurality of packets. In many embodiments the
portions packets may be correctly ordered internally. Thus,
in some embodiments, a mechanism for re-ordering (re-
combining) the portions of the first stream received via the
different transmission media may be provided. As noted
above, in one set of embodiments this may include an
aggregation buffer. The nature and size of the aggregation
buffer may vary according to different embodiments. In
some embodiments, the indication received from the second
device may include a recommended aggregation buffer size,
e.g., based on characteristics of the first stream and/or the
first and second transmission media.

Some aggregation buffering techniques may utilize packet
sequence numbers. Accordingly, in some embodiments,
packets of the first stream may include sequence numbers.
Some types of streams (e.g., TCP, RTP) may inherently
include sequence numbers which can be used for packet
re-ordering. Some other types of streams (e.g., UDP) may
not inherently include sequence numbers. In such cases
sequence numbers may be inserted into stream packets, e.g.,
by encapsulating stream packets, or inserting sequence num-
bers in a redundant field (e.g., a VLAN tag, in some
embodiments), or by another means.

In one set of embodiments, the aggregation buffer may be
a circular buffer. Initiating and maintaining the circular
buffer may include determining and maintaining a base
sequence variable, which may be a pointer to a packet (e.g.,
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based on that packet’s packet sequence number) which is
next-in-line for processing. Newly received packets may be
stored in the buffer at appropriate locations in the buffer
relative to the base sequence pointer, based on their
sequence numbers, and packets may be processed and the
base sequence variable updated as appropriate.

Using packet sequence numbers and a circular buffer as
just described may be one possible technique for ensuring
that the first stream can be aggregated into its intended
packet ordering regardless of whether some packets of the
first stream are received out-of-order. However, as noted
above, not all types of streams inherently include sequence
numbers, and in such cases artificially inserting sequence
numbers can be burdensome and may potentially create
additional problems. For example, encapsulating a packet to
add sequence numbers may enlarge packet beyond a size
supported by switches, in some embodiments, while insert-
ing a tag in a redundant field may require additional com-
plexity and potentially create ambiguity by using a field for
a non-intended purpose.

As one possible alternative (e.g., for flows which do not
inherently include sequence numbers, or for all flows in
general), in some embodiments, switch marker packets may
be inserted in the first stream just before (and, in some
embodiments, after) transmission of packets of the first
stream is moved from one transmission medium to another.
Switch marker packets may indicate the beginning or the
end of a portion of a stream being communicated on a
transmission medium. Thus, a “beginning-of-stream”
marker packet communicated on one transmission medium
may indicate that a next portion of the stream (according to
intended packet ordering) is being communicated on that
transmission medium. Similarly, an “end-of-stream” marker
packet may indicate that no further packets of that stream are
being communicated on that transmission medium at the
current time.

Thus, in one set of embodiments, a beginning-of-stream
marker packet may be received at the beginning of the first
portion of the second plurality of packets and an end-of-
stream marker packet may be received at the end of the first
portion of the second plurality of packets. Similarly, a
beginning-of-stream marker packet may be received at the
beginning of the second portion of the second plurality of
packets and an end-of-stream marker packet may be
received at the end of the second portion of the second
plurality of packets. The switch marker packets may indicate
to the device how to recombine the second plurality of
packets according to an intended stream packet order, such
that after reception, the first and second portions of the
second plurality of packets (and any subsequent stream
portions, which may similarly include beginning-of-stream
and end-of-stream marker packets as long as the stream is
being split) may be re-combined in their intended order
regardless of whether they are received in order.

For example, in some embodiments, a beginning-of-
stream marker packet and some packets of the second
portion of the second plurality of packets may be received on
the second transmission medium before some packets of the
first portion of the second plurality of packets and an
end-of-stream marker packet are received on the first trans-
mission medium, although the second portion of the second
plurality of packets may be after the first portion of the
second plurality of packets in the intended ordering of the
first stream. In this case, any prematurely received packets
of the second portion of the second plurality of packets may
be buffered in the aggregation buffer until all of the packets
of the first portion of the second plurality of packets are

20

30

40

45

50

55

20

received and processed. In some embodiments, the fact that
the entire first portion of the second plurality of packets has
been received may be indicated by reception of the end-of-
stream marker packet on the first transmission medium. At
that point, the buffered packets may be forwarded to the next
layer of the protocol stack for processing, such that the
second plurality of packets may be processed in the order
intended.

Of course, it is also possible that in some cases the
end-of-stream marker packet may not be received, e.g., due
to an error of some sort. In this case, there may be a time-out
parameter, e.g., based on actual time or on buffer size
(fullness), in order to avoid waiting indefinitely for further
packets which are not coming to be received on the first
transmission medium.

In another set of embodiments, beginning-of-stream
marker packets may be used without also using end-of-
stream marker packets. For example, as noted above with
respect to FIG. 4, in some embodiments, a beginning-of-
stream marker packet received on a particular transmission
medium may include information indicating a burst size of
the burst about to be transmitted on that transmission
medium. In this case, the receiver may be able to determine
when the end of the burst occurs based on the burst size
information in the beginning-of-stream marker packet (e.g.,
when the number of packets indicated by the burst size
information in the beginning-of-stream marker packet has
been received).

Thus, in some embodiments, a first beginning-of-stream
marker packet of the first stream may be received on the first
transmission medium. The first beginning-of-stream marker
packet may include information indicating a first burst size.
A first burst of packets (e.g., having the first burst size) of the
first stream may then be received on the first transmission
medium.

A second beginning-of-stream marker packet of the first
stream may also be received, on a second transmission
medium. The second beginning-of-stream marker packet
may include information indicating a second burst size. A
second burst of packets (e.g., having the second burst size)
of the first stream may then be received on the second
transmission medium.

In some embodiments, a first portion of the second burst
may be received on the second transmission medium after a
first portion of the first burst is received on the first trans-
mission medium and before a second portion of the first
burst is received on the first transmission medium. In this
case, it may be determined, based on the information indi-
cating the first burst size in the first beginning-of-stream
marker packet, that the second portion of the first burst has
yet to be received when the first portion of the second burst
is received. Based on this, the first portion of the second
burst may be stored in a buffer while the first and second
portions of the first burst are processed, and the first portion
of the second burst may be processed after processing the
second portion of the first burst has been completed (e.g.,
because all packets of the first burst may be before any
packets of the second burst in intended stream ordering).

It will be noted that in some embodiments, such as when
switch marker packets are used as described above, there
may be no need to implement the aggregation buffer as a
circular buffer, though the aggregation buffer may still be
implemented as a circular buffer if desired.

It should be noted that while switch marker packets are
described above primarily as being used in the case of
stream splitting/aggregation, switch marker packets may
also or alternatively be used in stream re-assignment situa-



US 9,461,777 B2

21

tions in which streams are being transferred in their entirety
to a new transmission medium.

FIG. 6 is a flowchart diagram illustrating a method for a
device to switch a stream to a new transmission medium.
The method of FIG. 6 may be used primarily in “fail-over”
situations, i.e., situations in which a transmission medium
has failed (i.e., has undergone a significant or total loss in
communication capability). However, part or all of the
method of FIG. 6 may also or alternatively be used in normal
load-balancing situations, i.e., in which both the original
transmission medium and the new transmission medium are
capable of being used for communication.

The device implementing the method may be coupled to
a second device via a plurality of transmission media; for
example, the first and second devices may be two of the
devices shown in FIG. 1, in some embodiments. The system
implementing the method may be a system such as shown in
FIG. 2 and described with respect thereto, in some embodi-
ments. The system may implement an OSI protocol stack
such as shown in FIG. 3 and described with respect thereto.
For example, in one set of embodiments, the method may be
implemented at the hybrid adaptation layer 310, e.g., by
hybrid control entity 212 and/or hybrid bridge 214. In other
embodiments, the method may be implemented at another
layer or several layers (e.g., each of several layers may
implement elements of the method). The method may be
performed as follows.

In 602, a first stream intended for transmission to a second
device may be received. The first stream (e.g., packets of the
first stream) may be received from a higher protocol layer.

In 604, a first plurality of packets of the first stream may
be transmitted to the second device on a first transmission
medium. The first plurality of packets may include one or
more index marker packets. Each index marker packet may
include an index number. For example, in some embodi-
ments, an initial index marker packet may have an index
number of 1 (or any other number, as desired), and each
subsequent index marker packet may have an index number
which is incremented by one relative to the index number in
the index marker packet previous to it. The index marker
packets may be inserted into the first stream. The index
marker packets may be inserted into the first stream at
regular or irregular intervals. In one set of embodiments, an
index marker packet may be inserted into the first stream
every n packets, where n may be 50, 100, 1000, 5000, or any
other number, as desired. In some embodiments, the value of
n may not be fixed, and may be varied on some intervals or
even every interval.

In 606, a first portion of the first plurality of packets of the
first stream may be stored in a buffer. In some embodiments,
at least a portion of the packets of the first stream may be
(e.g., temporarily) stored in a transmit buffer. The index
marker packets may be stored in the transmit buffer as well,
in some embodiments.

In 608, it may be determined that at least a portion of the
first plurality of packets may not have been received by the
second device. In some embodiments, a transmission
medium (or an interface that utilizes a particular transmis-
sion medium) may occasionally temporarily or permanently
fail. Failure of a transmission medium, as used herein, is
intended to refer to a situation in which streams may no
longer be transmitted on the transmission medium due to a
(temporary or permanent) significant or complete loss of
communication capability. Thus, if it is determined that the
first transmission medium has failed, it may be deduced that
at least a portion of the first plurality of packets may not have
been received by the second device.
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If the first transmission medium fails, each stream that is
assigned to the first transmission medium may be re-as-
signed to a new transmission medium. The selection process
may be similar to the load-balancing new transmission
medium selection process described above with respect to
FIG. 4, in some embodiments. For example, characteristics
of the first stream (and possibly other streams) and one or
more of the available transmission media may be considered
in order to determine which transmission medium (or media)
can best accommodate the first stream (and possibly other
streams). In some embodiments, it may be determined that
the first stream should be re-assigned to the second trans-
mission medium.

Because some of the first plurality of packets may not
have been received by the second device, it may be deter-
mined that at least a portion of the packets stored in the
transmit buffer should be re-transmitted. In addition, in some
embodiments, buffer marker packets may be transmitted to
the second device on the second transmission medium at the
beginning and at the end of the re-transmitted packets, to
indicate to the receiver that the “highlighted” packets (i.e.,
the packets between the buffer-begin marker packet and the
buffer-end marker packet) may duplicate previously trans-
mitted packets (e.g., packets transmitted on the first trans-
mission medium as part of the first plurality of packets).

In some embodiments, the buffer-begin marker packet
may include information identifying an index marker packet
and indicating a position of the buffer-begin marker packet
in the first stream relative the identified index marker packet.
For example, in some embodiments, a buffer-begin marker
packet for a stream may include the index number of the last
index marker packet of the stream prior to the first packet in
the buffer, and the number of packets in the stream between
that index marker packet and the first packet in the buffer.
This may allow the second device to identity and discard any
duplicate packets regardless of whether the index markers
are inserted at regular (e.g., predictable) intervals or not, as
the second device may only need to track one or more
recently received index marker packet index numbers and
the number of packets received since those one or more
recently received index marker packets.

In some embodiments, the buffer-begin marker packet
may also include information indicating a size of the buffer.
For example, rather than transmitting a buffer-end packet, it
may be advantageous to simply indicate to the receiver a size
(e.g., a number of packets) of the buffer, which may enable
the receiver to determine when the entirety of the buffer has
been received. This may be desirable in order to avoid the
additional overhead embodied in the buffer-end packet.

It should be noted that in some embodiments, buffer
marker packets may not be used, as in some embodiments,
index marker packets may provide sufficient basis (e.g., if
inserted at regular intervals) for the second device to deter-
mine whether duplicate packets have been received and to
identify and discard such duplicate packets.

In 610, a second plurality of packets of the first stream
may be transmitted to the second device on the second
transmission medium. The second plurality of packets may
include at least a subset of the first plurality of packets, and
may also include at least a subset of the one or more index
marker packets. The second plurality of packets may, for
example, include those packets (including any index marker
packets) which were stored in the transmit buffer, which
were also part of the first plurality of packets. In other words,
the second plurality of packets may include duplicates of
some of the first plurality of packets. As noted above, this
may be desirable in order to avoid packet loss, as it may have
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been determined that not all of the first plurality of packets
may have been received by the second device. However, it
may also be desirable to provide the second device with a
relatively simple means for identifying and removing (i.e.,
duplicate copies of) packets that were successfully received
on both the first transmission medium and the second
transmission medium.

As noted above, a buffer-end marker packet may be
transmitted to the second device on the second transmission
medium. The buffer-end marker packet may be transmitted
to the second device after transmitting the at least a subset
of the first plurality of packets included in the second
plurality of packets. In other words, the buffer-end marker
packet may be transmitted to the second device after all of
the buffered packets have been re-transmitted, e.g., in order
to indicate to the second device that all of the buffered
packets (i.e., which might duplicate packets in the first
plurality of packets transmitted on the first transmission
medium) have been transmitted and subsequent packets may
not duplicate previously transmitted packets.

Additional packets (i.e., non-duplicate packets) of the first
stream may also be transmitted to the second device on the
second transmission medium after the end of the buffered
packets. In some embodiments, additional packets may be
used to regulate (e.g., self-throttle) transmission of the
packets in the duplicate buffer. For example, in one set of
embodiments, an additional packet of the first stream may be
received for transmission to the receiver. The additional
packet may be stored in the buffer (e.g., at a tail of the buffer)
for transmission after the second plurality of packets. A
pre-selected number of packets from a head end of the buffer
may then be re-transmitted on the second transmission
medium based on receiving the additional packet of the first
stream for transmission to the receiver. In other words, the
additional packet may be used as an automatic timer mecha-
nism to release packets from the buffer, in order to avoid
overloading the receiver with a potentially large number of
packets (e.g., the packets which may need to be re-trans-
mitted due to failure of the first transmission medium) in a
short amount of time. It should be noted that such a
self-throttling mechanism may be optional and/or may alter-
natively (or additionally) be implemented in the receiver, as
described with respect to FIG. 7.

As noted above, in some embodiments, a buffer-end
marker packet may not be transmitted. In this case the
buffer-begin packet may include information indicating the
buffer size, in which case a buffer-end packet would be
extraneous. Alternatively, in some embodiments, there may
be no indication provided to the second device that re-
transmission of buffered packets has been completed. For
example, if the index marker packets are inserted in the first
stream at regular intervals, they may provide sufficient basis
for the second device to identify and discard any duplicate
packets without any need for a buffer-end (or, in some
embodiments, a buffer-begin) marker packet.

FIG. 7 is a flowchart diagram illustrating a method for a
device to remove duplicate packets received from a second
device. The method of FIG. 7 may be used primarily in
“fail-over” situations, i.e., situations in which a transmission
medium has failed (i.e., has undergone a significant or total
loss in communication capability). However, part or all of
the method of FIG. 7 may also or alternatively be used in
normal load-balancing situations, i.e., in which both the
original transmission medium and the new transmission
medium are capable of being used for communication.

The device implementing the method may be coupled to
the second device via a plurality of transmission media; for
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example, the first and second devices may be two of the
devices shown in FIG. 1, in some embodiments. The system
implementing the method may be a system such as shown in
FIG. 2 and described with respect thereto, in some embodi-
ments. The system may implement an OSI protocol stack
such as shown in FIG. 3 and described with respect thereto.
For example, in one set of embodiments, the method may be
implemented at the hybrid adaptation layer 310, e.g., by
hybrid control entity 212 and/or hybrid bridge 214. In other
embodiments, the method may be implemented at another
layer or several layers (e.g., each of several layers may
implement elements of the method). The method may be
performed as follows.

In 702, a first plurality of packets of a first stream may be
received on a first transmission medium. The first plurality
of packets may include one or more index marker packets.
Each index marker packet may include an index number. For
example, in some embodiments, an initial index marker
packet may have an index number of 1 (or any other number,
as desired), and each subsequent index marker packet may
have an index number which is incremented by one relative
to the index number in the index marker packet previous to
it. The index marker packets may be located in the first
stream at regular or irregular intervals. In one set of embodi-
ments, an index marker packet may be located in the first
stream every n packets, where n may be 50, 100, 1000, 5000,
or any other number, as desired. In some embodiments, the
value of n may not be fixed, and may be varied on some
intervals or even every interval.

In 704, information indicating a last index marker
received in the first stream on the first transmission medium
and a number of packets of the first stream received on the
first transmission medium since the last index marker may
be stored. In some embodiments, e.g., if the index markers
are located at relatively short and/or irregular intervals,
information indicating index numbers of multiple previously
received index marker packets may be stored, possibly along
with information indicating a number of packets received
between those index marker packets.

In 706, a buffer-begin marker packet may be received on
a second transmission medium. In some embodiments, the
buffer-begin marker packet may include information iden-
tifying an index marker packet and indicating a position of
the buffer-begin marker packet in the first stream relative to
the identified index marker packet. For example, in some
embodiments, a buffer-begin marker packet for a stream
may include the index number of the last index marker
packet of the stream prior to the first packet in the buffer, and
the number of packets in the stream between that index
marker packet and the first packet in the buffer. This may
allow the second device to identify and discard any duplicate
packets regardless of whether the index markers are inserted
at regular (e.g., predictable) intervals, as the second device
may only need to track one or more recently received index
marker packet index numbers and the number of packets
received since those one or more recently received index
marker packets. In some embodiments, the buffer-begin
marker packet may also include information indicating a
size of the buffer.

In 708, a second plurality of packets of the first stream
may be received on the second transmission medium. The
second plurality of packets may include at least a subset of
the first plurality of packets, and may include at least a
subset of the one or more index marker packets. The second
plurality of packets may, for example, include packets
(including any index marker packets) which were stored in
a transmit buffer by the second device, which were also part
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of the first plurality of packets. In other words, the second
plurality of packets may include duplicates of some of the
first plurality of packets.

A buffer-end marker packet may also be received by the
first device on the second transmission medium in some
embodiments. The buffer-end marker packet may be
received by the first device after receiving the at least a
subset of the first plurality of packets included in the second
plurality of packets. In other words, the buffer-end marker
packet may be received by the first device after all of the
buffered packets have been received and may indicate to the
first device that all of the buffered packets (i.e., which might
duplicate packets in the first plurality of packets received on
the first transmission medium) have been transmitted and
subsequent packets may not duplicate previously transmit-
ted packets. It should be noted, however, that in some
embodiments a buffer-end marker packet may not be nec-
essary or desirable, e.g., if the buffer-begin marker packet
includes information indicating the size of the buffer which
is being transmitted. In this case, the receiver may be able to
determine when the entirety of the buffer has been received
based on the information included in the buffer-begin marker
packet. This may be desirable in order to avoid the additional
overhead embodied in the buffer-end packet.

Additional packets (i.e., non-duplicate packets) of the first
stream may also be received by the first device on the second
transmission medium after the buffered packets. In some
embodiments, additional packets may be used to regulate
(e.g., self-throttle) processing (e.g., forwarding to upper
protocol layers) of the buffered packets, e.g., if a large
number of packets are received in a short amount of time.
This may be desirable in order to avoid overloading one or
more of the upper protocol layers, which could potentially
cause packet loss.

For example, in one set of embodiments, at least some of
the second plurality of packets may be stored in a receive
buffer, e.g., prior to processing. An additional packet of the
first stream may be received on the second transmission
medium, and may be stored at a tail end of the receive buffer.
Based on receiving the additional packet of the first stream,
a pre-selected number of packets from the head end of the
receive buffer may be processed (e.g., forwarded to an upper
protocol layer) and removed from the head end of the buffer.
Thus, in some embodiments, the additional packet may be
used as an automatic timer mechanism to release packets
from the buffer. Reception of each further additional packet
may release an additional pre-selected number of packets
from the head end of the receive buffer, according to one set
of embodiments, until the receive buffer is empty.

Additionally, it should be noted that in some embodi-
ments, buffer marker packets may not be used at all, as in
some embodiments, index marker packets may provide
sufficient basis (e.g., if inserted at regular intervals) for the
second device to determine whether duplicate packets have
been received and to identify and discard such duplicate
packets.

In 710, it may be determined that one or more of the first
plurality of packets received on the first transmission
medium or the second plurality of packets received on the
second transmission medium are duplicate packets. Deter-
mining that one or more of the first plurality of packets
received on the first transmission medium or the second
plurality of packets received on the second transmission
medium are duplicate packets may be based at least in part
on the one or more index marker packets. In some embodi-
ments, the determination may be made based partly on the
stored information indicating a last index marker packet of
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the first stream received on the first transmission medium
and a number of packets of the first stream received on the
first transmission medium since the last index marker packet
of the first stream was received on the first transmission
medium. For example, if the index marker packets are
inserted at regular intervals, comparing a first index marker
packet received on the second transmission medium and a
number of packets received on the second transmission
medium before receiving that index marker packet to the last
index marker packet received on the first transmission
medium and the number of packets received since that index
marker packet on the first transmission medium may provide
an indication of whether there are any duplicate packets, and
how many, and which packets are duplicate packets. How-
ever, this process may require waiting until an index marker
packet is received on the second transmission medium,
which may be inefficient.

Alternatively, if a buffer-begin marker packet is received
prior to any content packets of the first stream on the second
transmission medium, the information in the buffer-begin
marker packet identifying its location in the stream may be
used to immediately detect the presence of duplicate pack-
ets. For example, in some embodiments, the stored infor-
mation indicating the last index marker packet received and
the number of packets received since the last index marker
packet on the first transmission medium may be compared to
the information indicating a position of the buffer-begin
marker packet in the first stream relative to a most recent
index marker packet to determine whether any of the first
plurality of packets or the second plurality of packets are
duplicate packets of each other.

In 712, the determined duplicate packets may be dis-
carded. The discarded duplicate packets may be the copies
of the duplicate packets received on either of the first or
second transmission media, as desired. In one set of embodi-
ments, if packets of the first stream continue to be received
on the first transmission medium after a buffer-begin marker
packet has been received, and those packets are after the
location of the buffer-begin marker packet in stream packet
ordering, those packets may be discarded (e.g., because it
may be assumed that they will be re-transmitted on the
second transmission medium). On the other hand, if, when
the buffer-begin marker packet is received, packets of the
first stream have already been received on the first trans-
mission medium up to a point past the location of the
buffer-begin marker packet in stream packet ordering, pack-
ets of the first stream which are received on the second
transmission medium may be discarded until non-duplicate
packets (i.e., packets which hadn’t already been received on
the first transmission medium and processed) are received.
At that point, the first stream may be fully switched to the
second transmission medium. Information may continue to
be stored indicating one or more index marker packets
recently received on the second transmission medium and a
number of packets received since or between those recently
received index marker packets, e.g., in case of a further
re-assignment of the first stream to a new transmission
medium at a later time, in some embodiments.

FIGS. 8-11 and Additional Considerations

FIGS. 8-11 and the following details provided in con-
junction therewith and additional considerations relate to
specific exemplary implementations which may be used in
accordance with the methods of FIGS. 4-7. However, as will
be recognized by those skilled in the art, the any number of
different implementations, including different implementa-
tion details may be used in accordance with the methods of
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FIGS. 4-7, and accordingly the following considerations
should not be considered limiting to the disclosure as a
whole.
FIG. 8

FIG. 8 is a communication diagram illustrating message
flow 800 between a transmitting device and a receiving
device surrounding stream splitting/stream aggregation
according to one embodiment.

Initially, an oversubscription event may be detected by the
transmitting device. The device (e.g., a hybrid control entity
operating in a hybrid networking layer, such as hybrid
control entity 212 shown in FIG. 2, or another system
element) may decide to split a stream. The device may
inform the receiving device, e.g., by transmitting control
packets indicating the decision to split the stream to the
receiving device. The receiving device (e.g., a hybrid bridge
operating in a hybrid networking layer, such as hybrid bridge
214 shown in FIG. 2, or another system element) may
receive the control packets, which may include aggregation
instructions (such as recommended aggregation buffer size,
etc.), and acknowledge receipt of the control packets.

In some embodiments, the routing table used by the
transmitting device to determine routing of newly received
packets, including those of the stream selected for splitting,
may be updated in accordance with the decision to split the
stream. The transmitting device may then split the stream
across multiple interfaces, e.g., by routing some packets of
the split stream to a first transmission medium and some
packets of the split stream to a second transmission medium.
The proportions of the split stream which are routed to each
of the selected transmission media may be maintained
according to information stored in the routing table, in some
embodiments.

Meanwhile, the receiving device may receive packets of
the split flow on the multiple interfaces and aggregate and
re-order the packets.

Eventually, the transmitting device may decide to stop
splitting the stream. The transmitting device may subse-
quently begin transmitting packets of the stream using a
single interface rather than multiple interfaces. The trans-
mitting device may inform the receiving device by means of
further control packets, which may be received and
acknowledged by the receiving device.

Thus, according to some embodiments the transmitting
device may send a command to the receiver when it modifies
the split status of a flow, e.g., when it starts splitting a flow
and when it stops splitting a flow.

The purpose of this information may be to enable the
receiver to create a re-order buffer and start re-ordering a
flow. Reordering may be relatively expensive (both in CPU
and memory) and may potentially increase the delivery
latency of a flow. Accordingly, it may be desirable for the
receiver not to do so for all flows all of the time. Thus, in
some embodiments, reordering (e.g., including setting up an
aggregation buffer) may only be performed for flows which
are transmitted across multiple media.

According to some embodiments, the control packets may
also indicate a recommended buffer size and/or a recom-
mended time-out. The transmitter may recommend an
aggregation buffer size based on flow rate and relative
latency of both interfaces on which stream is split. The
receiver may typically obey the recommendation but may
override depending on memory availability. The transmitter
may also recommend the time-out based on flow rate and
relative latency of both interfaces on which stream is split.
Again, the receiver may typically obey the recommendation
but may override depending on memory availability.
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FIG. 9

FIG. 9 is a chart 900 illustrating hypothetical link capaci-
ties of various transmission media according to different
scenarios according to one embodiment. In the illustrated
embodiment, there are three available transmission media:
PLC, Wi-Fi operating in the 2.4 GHz spectrum (W2), and
Wi-Fi operating in the 5 GHz spectrum (W5). PLC and W5
currently have a link capacity greater than 25 Mbps, which
in the exemplary embodiment has been set as the threshold
above which a transmission medium is considered as having
more than sufficient capacity for adding new traffic (e.g., a
new stream). W2 does also have some available link capac-
ity, but less than 25 Mbps, in the illustrated embodiment.

The scenario shown, in which multiple transmission
media have sufficient link capacity to support new traffic,
may be referred to as “high availability”. In this situation,
there may be greater freedom to select the most appropriate
transmission media for new streams based on matching
characteristics of the streams themselves. For example,
streams with high-priority and/or certain specific types of
content (e.g., voice, video) may be preferably assigned to a
faster and/or more reliable transmission medium, while
streams with low-priority and/or certain specific types of
content (e.g., data downloads) may be preferably assigned to
a slower and/or less reliable transmission medium (e.g., in
order to reserve the faster and/or more reliable transmission
media for higher priority traffic).

A scenario in which no more than one transmission
medium has a link capacity over the “high availability”
threshold may be referred to, in contrast to the scenario
shown, as “low availability”. In this situation, at least in
some embodiments, a new stream may simply be assigned
to a transmission medium with a highest link capacity, and
no special effort may be made to match characteristics of the
new stream with a most-appropriate transmission medium.
FIGS. 10A-10B

FIGS. 10A and 10B illustrate scenarios in which packet
aggregation may be desirable. One basic use-case is cover-
age: for example, in a home use scenario, aggregation may
provide coverage to a corner of the house having insufficient
bandwidth to support a single stream. In such a case splitting
a stream across multiple interfaces will increase coverage.
Packet aggregation may also be desirable in a variety of
other scenarios.

As shown in FIG. 10A, in one embodiment a traffic
generator 1002 may be coupled (e.g., via an Ethernet cou-
pling) to a first device 1004. The first device may be coupled
to a second device 1006 via Wi-Fi with a 10 Mbps connec-
tion and via PLC with a 7 Mbps connection. The second
device 1006 may be coupled to a traffic sink 1008 (e.g., via
an Ethernet coupling).

If the traffic sink 1008 were to initiate a video stream that
requires 12 Mbps from traffic generator 1002, neither the
Wi-Fi connection nor the PLC would have the capacity to
support the video stream individually. However, if the
stream were to be split, such that part of the stream were
transmitted on the Wi-Fi link and part of the stream were
transmitted on the PLC link, then the connections could
jointly support the video stream.

FIG. 10B illustrates a scenario where sufficient bandwidth
is available for several flows—however, the fraction of
bandwidth remaining in each medium by stream assignment
is insufficient to handle an additional flow. In this case,
Wi-Fi provides a 40 Mbps connection while PL.C provides
a 20 Mbps connection, but Streams 1 and 2 each utilize 15
Mbps of the Wi-Fi connection and Stream 3 utilizes 15 Mbps
of'the PLC connection. Thus, Wi-Fi has 10 Mbps remaining
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link capacity while PLC has 5 Mbps remaining link capacity.
Neither transmission medium could support new stream 4
(requiring 15 Mbps) individually, but by splitting the new
stream, the transmission media could jointly support the new
stream.

In some embodiments, the main performance limitation
(CPU utilization) due to packet aggregation may be reor-
dering of packets on the receiver side. Given a limited CPU
this provides a trade-off of the maximum size of the aggre-
gated stream and the total non-aggregated traffic which can
be supported while aggregating one stream. Accordingly, in
some embodiments, it may be desirable to limit the size of
aggregated streams, possibly including different stream size
limits depending on how much non-aggregated traffic is
present. As one example, with no other traffic an aggregated
stream of up to 30 Mbps may be supported, while with up
to 50 Mbps of other traffic, an aggregated stream of up to 20
Mbps may be supported. Of course these are just examples,
and different limits (or no limits) may be used if desired.

Additionally, since the cost (e.g., the CPU cost) of receiv-
ing an aggregated stream may be higher than the cost of
receiving a non-aggregated stream, in some embodiments it
may be desirable to minimize the number of aggregated
streams should. For example, in one set of embodiments, it
may be desirable to split at most one stream if there are two
available transmission media and two streams if there are
three available transmission media.

In other words, in some embodiments, situations in which
two streams originating from the same device (with two
mediums) will be split across both mediums may be
avoided. This may not constrain the usability: it may always
be possible to convert more than one stream split across two
interfaces to all but one stream running on a single interface.
The same logic may apply to devices with three available
mediums.

It should be noted that in some embodiments, aggregation
may be done between hybrid devices (e.g., as opposed to
between sources and sinks). The decision to aggregate (i.e.
to split a stream across multiple interfaces) may be made at
the source hybrid device. In some embodiments, all hybrid
decisions may be made at the source hybrid device.

FIG. 11

FIG. 11 illustrates an aggregation (re-ordering) buffer
1100 according to one embodiment. The transmission
latency of Wi-Fi and PL.C (among other possible commu-
nication interfaces) may be different and so it is possible that
even if all packets are delivered correctly, they may be
delivered out-of-order, which may not be desirable.

Re-ordering the packets may require a re-ordering buffer.
The size of this buffer may be configurable, e.g., based on
flow rate and relative latency of both interfaces on which the
stream is split and memory availability. Note that in reality
this process may not strictly be a re-ordering process but
rather a re-combining in the correct order process, since the
two underlying streams being re-combined are in-order
internally.

The re-ordering buffer may include pointers to received
packets which have not been delivered yet to the upper
layers. The BaseSequence variable may include the packet
sequence number corresponding to index 0. The re-ordering
buffer may be implemented as a circular buffer. According to
one embodiment, when a packet is received the following
logic may be executed.

If (PacketSequenceNumber<BaseSequence), the received
packet is an old out-of-sequence packet (e.g., possibly a
timed-out packet). The packet may be dropped, or delivered,
depending on the implementation, as desired.
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Alternatively, if
(PacketSequenceNumber<BaseSequence+Size), the packet
may be within the buffer. The packet may be stored at an
appropriate location in the buffer. A pointer to the packet
may be placed at the index (PacketSequenceNumber-Bas-
eSequence). If that index is already non-NULL (e.g., a
packet pointer already exists in that location) then the packet
may be discarded (e.g., because it may be a duplicate
packet). Any in-sequence packets may then be delivered: if
the buffer index O contains a packet pointer, the packet may
be delivered and the index may be reset to NULL. The
circular buffer pointer may be moved forward by one, and
the BaseSequence variable may also be incremented. This
may be repeated until the buffer index 0 is NULL (e.g., does
not contain a pointer to a packet), e.g., indicating that the
next packet in the sequence has not yet been received.

Alternatively, if
(PacketSequenceNumber>=BaseSequence+Size), the
packet may be outside of the buffer but newer; this may be
an indication that the buffer is too small, for example. In
some embodiments, enough packets may be delivered to
bring this new sequence number into the buffer, regardless
of whether or not there are holes in the sequence.

The re-ordering buffer may also incorporate a time-out
mechanism. After a programmable timeout packets may be
delivered to the upper layers, even if there are holes in the
sequence. In some embodiments, the timeout mechanism
may include maintaining a record of the receive timestamp
of each packet. Note that, in some embodiments, it may be
desirable that the timestamp be a RX time rather than an
inherent time-stamp. The timeout mechanism may further
include maintaining the timestamp of the first available
packet in the buffer, e.g., the packet past the first gap. If the
timestamp of the first available packet is timed-out (i.e.
larger than timeout value), it (and any other timed-out
packets) may be delivered.

Note that there may never be a packet at index 0 since it
would be forwarded to the networking stack. Note also that
this may be a relatively expensive operation since to com-
pute this value one must step through the first gap to search
for the first packet.

It should be noted, with respect to initial sequence num-
bers, that both TCP and RTP may randomize the initial
sequence number to prevent sequence number prediction
attacks. In some embodiments, the transmitter and receiver
at the hybrid level may not control this sequence number.
However, in some embodiments, stream splitting and aggre-
gation may be activated after a stream has started flowing.
Additionally, aggregation may be activated explicitly; for
example, a transmitter may send a command to the receiver
indicating that a stream (including a stream identifier) is
about to be split. This may allow the receiver to identify the
currently running sequence number before splitting starts,
alleviating any potential problems that could be caused by
randomized initial sequence numbers.

It should be noted that the above-described circular buffer,
utilizing packet sequence numbers, may not be used in many
embodiments. For example, any number of other circular
buffer techniques, or other aggregation buffering techniques,
may be used as desired. Embodiments of the switch marker
technique described elsewhere herein represent one possible
alternative (or complementary) option for aggregation re-
ordering.

Additional Considerations
Data Structures

As previously noted, a device implementing elements of

this disclosure may store information in one or more memo-
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ries in some embodiments. The information may be stored in
one or more data structures, in one set of embodiments. For
example, in one set of embodiments, a routing table may be
maintained, in which information identifying active streams
and various characteristics (e.g., routing information)
thereof may be stored. For example, such a routing table
might include, for each of a plurality of streams, a stream
identifier, the destination address (DA) of the stream, a type
of the stream, a priority level, and one or more assigned
interfaces (e.g., implicitly or explicitly including transmis-
sion medium/media). In some embodiments, e.g., for
streams which are split between multiple interfaces, the
routing table may also include information indicating which
of the multiple assigned interfaces is currently being used to
transmit the stream, burst sizes to be used on each assigned
interface, and/or how many packets remain in the current
burst being transmitted on the currently used interface.

In addition, a table may be maintained that indicates a
current preferred order of transmission media for each of
one or more destination addresses and/or types of streams.
This table may be updated regularly, e.g., based on changes
in media utilization rates, link capacities, etc. The routing
table may also be regularly updated, e.g., based on any
routing changes (e.g., as a result of load balancing, fail-over,
split streams, stream completion, or for any other reason).
Burst Sizes

It should be noted that in some embodiments, it may be
desirable to limit the size of bursts, since a large burst may
limit simultaneous use of multiple interfaces, which may run
counter to the goals of stream splitting/aggregation accord-
ing to some embodiments.

For example, a stream running at 10 Mbps with packet
size of 1400 bytes translates to 892 pps (packets per second).
A burst of 255 packets would translate to 0.28 seconds. In
other words, in this case a medium is being used for 0.28
seconds while the other medium is not being used.

Device Capability Discovery

Whenever a decision to split a stream is made it may be
important to be aware of the destination device’s capabili-
ties. For example, the destination hybrid device may be a
legacy device which does not support aggregation.

Devices may advertise capabilities as part of their topol-
ogy discovery packets. For example, a portion of one or
more control packets may be allocated to declare support for
aggregation. In some embodiments, devices may transmit
this information and maintain a database of such information
for all devices on the network to be used during load-
balancing decisions.

Packet Loss Minimization and Duplicate Packet Removal

Embodiments of the disclosure relate to systems in which
multiple transmission media are available for transmission
of a stream, and various techniques relating to such systems.
Many of the embodiments relate to switching stream flows
from one transmission medium to another transmission
medium. Several packet flow disruptions are possible due to
such path switches, including packet loss, packet duplica-
tion, and out of order packet delivery.

While different networking protocols and applications
react differently to such packet flow disruptions, in general
there are side-effects. For example, TCP/IP will throttle
throughput in response to any of the above, and some video
applications may display a visual glitch. To provide a
seamless experience to the end-user all of these disruptions
must be minimized or eliminated where possible.

Hybrid systems may switch flows under two scenarios:
fail-over, when an interface fails and all streams from it are
switched to another interface, and load balancing, when a
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medium is over-subscribed and one or more streams are
switched from it to another interface.

Note that it is possible for the hybrid system to consider
an interface to be “failed” even when it is still up and
transmitting some packets. For example, for some inter-
faces, the hybrid system may consider it “failed” if its
reported PHY rate falls below a threshold (e.g., 5 Mbps, or
any other PHY rate).

Two common communication interfaces that may be
available include Wi-Fi and powerline networks (e.g.,
HomePlugAV). Both the Wi-Fi driver and the HPAV driver
may guarantee in-order delivery of packets from a particular
stream. Both may buffer packets for transmission. According
to some embodiments, external applications may be able to
obtain information on which packets were transmitted suc-
cessfully from a Wi-Fi driver, but not from a HPAV driver,
and external applications may not be able to remove packets
from the transmission buffer of either driver. Accordingly,
packets in the transmission buffer will continue to be trans-
mitted as long as a medium is alive (e.g., even if it is
considered to have failed).

When an interface (truly) fails it may not be able to
transmit any more packets from its buffer. All the packets in
the buffer may be lost and so may any additional packets
which are sent until the hybrid system determines that the
interface has failed and starts transmitting packets on a new
interface. A mechanism to reduce packet loss is to save a
running window (buffer) of packets as they are transmitted
on an interface and to (re)send them on the new interface
when switching. In other words, whenever a path switch is
triggered, these packets may be transmitted on the new
interface.

According to some embodiments, such a feature may be
implemented globally or on a per-stream basis. For example,
each stream for which the feature is implemented may thus
have its own buffer, with a buffer size (e.g., the number of
packets that can be stored), and a buffer time window (e.g.,
specifying how far (in time) to keep packets from).

In order to implement the feature, according to one set of
embodiments, when a packet is transmitted on an interface,
its flow may first be identified. If the flow has buffering
enabled, the packet may be appended to the buffer. The
buffer may be stepped through (e.g., from head to tail) and
packets may be removed if they are outside of the time
window, if the buffer is too large, and/or if they have been
successfully transmitted. Thus the buffer may be maintained
as packets are transmitted.

When a flow is being switched from one medium to
another, the buffer may be stepped through (e.g., from head
to tail) and successfully transmitted packets may be dis-
carded. Packets which are not known to have been success-
fully transmitted may be transmitted on the new interface.

It should be noted that determining whether packets have
been successfully transmitted may only be available from
some interfaces (e.g., Wi-Fi or other interfaces which pro-
vide access to this information). Thus, in some embodi-
ments, this information may only be used for path switching
from such an interface.

The buffer described above to be used for packet loss
minimization may be used to transmit packets on the new
interface whenever a path switch is executed. The number of
packets in such a buffer may be dictated by how long it takes
the hybrid system to detect an interface has failed—a
process which may take several seconds, in some embodi-
ments. Thus, in at least some embodiments, the buffer size
may be >1000 packets. Any number of other (e.g., smaller
or larger) buffer sizes may be used in other embodiments.
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Transmitting >1000 packets through an interface (rela-
tively) instantaneously may overwhelm the buffers of the
drivers (Ethernet, Wi-Fi, embedded PLC). A mechanism to
throttle these transmissions may accordingly be imple-
mented. In some embodiments, the transmission may be
throttled from outside the hybrid bridge so as not to block
continued transmission. For example, the Token Bucket
Filter queuing discipline (TBF qdisc) implements such throt-
tling mechanism—whereby a maximum rate may be speci-
fied.

The above described transmit buffer re-transmission
mechanism may serve to reduce packet loss. However, if the
packets already went out on the air in the old interface then
the receiver may receive duplicate packets. A relatively easy
(partial) solution for this may be to remove from the buffer
those packets which have successfully been transmitted (on
the original interface). This may be possible for the Wi-Fi
interface (as noted above), however it may not be possible
for the HPAV interface (as also noted above). Even using this
feature on Wi-Fi for a transition to another interface path
may not fully address the problem since packets still in the
buffer of the original (Wi-Fi) interface may not be removed
and may keep being transmitted out if the interface is not
truly dead.

A more complete, yet simplified (CPU cost-wise) solution
may take advantage of several features of this particular
duplicate scenario. In particular, advantage may be taken of
the fact that: all packets transmitted on one interface are
received in-order; once a decision has been made to switch
from one interface to another all further transmissions on the
original interface are stopped; and duplicates may only exist
within the duplicate buffer (e.g., because that is the cause of
the duplicates). Of course, this solution may also be advan-
tageously used in other scenarios including different condi-
tions in some embodiments.

A particular advantage of the method may be that the
algorithm may not make any assumptions about the packets
themselves. In other words, in some embodiments, no
inspection of the data packets is done (specifically, no
sequence numbers may be assumed to be embedded in the
packets, in some embodiments).

The transmitter (data source) side functionality for imple-
menting the method may include inserting an index marker
(M,) packet into the data stream every N packets. The index
marker may include an index number, which may be incre-
mented by one with each subsequent index marker packet.
The index marker packet(s) may be inserted before the
duplicate buffer. Thus, these index marker packets may be
part of the duplicate buffer.

When executing a path switch, the duplicate buffer may
be re-transmitted. Buffer marker packets (Mz) may be
inserted at the beginning and/or the end the duplicate buffer
on the new interface—Mj 5 and My . respectively. In the
Mg, 5, the index of the last index marker (M,) packet outside
the duplicate buffer may be included, as well as the number
of packets from that stream removed from the buffer
(whether because successfully transmitted or because aged-
out or removed because of buffer size) since that index
marker packet. This data pair may be referred to as (I, L;).

The receiver (data sink) side functionality for implement-
ing the method may include keeping track of index marker
(M,) packets. For example, the last index received and the
number of packets of that stream received since that index
marker may be stored. This data pair may be referred to as
(g, Lg).

When receiving a beginning of buffer, buffer marker
packet (M z), any packet belonging to this stream coming
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in from alternate interfaces may be discarded. According to
various embodiments, this blocking may be removed after a
time interval (e.g., a programmable time interval) or may be
kept until the next My 5 is observed (e.g., on the new
interface).

In addition, the data pair (I, L) which was obtained from
M, 5 may be inspected and compared to (I, Lg). If I,/=~=1,
and L.,>=L, then no packets may be dropped—there may be
no duplicate packets on the new interface. If I,==I, and
L,<Lg, the first L.x—L, packets may be dropped from the
buffer, as they may have already been received on the
original interface. If 1,<I, duplicate buffer packets may be
dropped until an index marker packet with index I is
received. At that point, an additional L, packets may be
dropped. If (I,>1z), then no packets may be dropped; this
may indicate that the duplicate buffer wasn’t big enough to
handle the packet loss due to fail-over, and no duplicate
packets have been received.

The above algorithm may take care of the two duplicate
streams of data: packets arriving on the old interface after
reception of duplicate buffer packets has begun, and packets
which arrived on the old interface after fail-over but before
reception of duplicate buffer packets.

According to some embodiments, a duplicate buffer
enable/disable feature (as noted above) may also be used to
control this feature. In other words, in some embodiments,
index markers (M,) may only be inserted if the duplicate
buffer is enabled for the flow. Additionally, an index marker
interval per stream parameter may be configurable in some
embodiments. For example, one may want to dynamically
adjust the index marker interval based on path characteriza-
tion information.

The duplicate packet minimization procedure described
above specifies that an index marker packet (M,) may be
inserted into the stream every N packets. Based on the above
algorithm the value N may not need to be fixed and may be
varied occasionally or on every interval, e.g., as long as
correct count is kept of transmitted and received packets.
The value N may also be independent of the size of the
duplicate buffer. In some embodiments, for example, N may
be very large. However, there may be a connection between
Packet Error Rate (PER) and N and the number of duplicate
packets received.

PER causes a packet to be dropped—that means the
packet may be counted as transmitted but may not be
counted as received. Every such missed packet may result in
a duplicate packet being received. For example, if 10
packets are transmitted after a last M, [.,=10. However, if
only 9 packets are received due to PER, L =9. In this case
no packets will be removed at the receiver, which may result
in a duplicate packet being received. The chance of a
duplicate packet may thus be proportional to PER*N.
Increasing N may accordingly increase the chances of
receiving duplicates.

As noted above, the above-described packet loss minimi-
zation technique may require storing additional information
which might not otherwise be necessary. The additional
information stored on the transmit side may include a last
index marker packet (M) index and a number of packets
since last index marker packet, according to some embodi-
ments.

The additional information stored on the receive side may
include a last index marker packet index, a number of
packets since the last index marker packet, and a stream
interface (e.g., the interface on which stream is being
received). In some embodiments, a block-mode flag may
also be stored, indicating that all packets not received on the
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stream interface should be dropped. Additionally, informa-
tion indicating whether or not an index marker packet is
currently being searched for (and the index of that index
marker packet) may be stored, and/or a counter indicating a
number of packets to drop (e.g., based on a number of
packets determined to be duplicates, as described above)
may be stored.

As will be recognized by those skilled in the art, different
implementations may include different stored information
relating to packet loss minimization algorithms.

Quality of Service

Embodiments of this disclosure relate to a variety of
techniques that may be used by a device configured to
communicate using multiple transmission media. These
techniques may in some embodiments be implemented
without regard to content classification and differentiation
for improved Quality of Service (QoS), if desired. However,
Service providers may want to be able to differentiate
between time-critical data (e.g. a Netflix video) and data
which can be deferred (e.g. a file download), e.g., to ensure
that customers are not upset that video on their television is
of poor quality or that their voice transmissions are
choppy—they would like to guarantee a Quality of Service.
Retail customers may equally like to be able to stream
internet video (e.g. Hulu or Netflix) without interference or
delays. Even consumers of free content may expect Quality
of Service guarantees/differentiation.

In non-Hybrid networks there is only a single medium on
which data is transmitted. In Hybrid networks there may be
multiple mediums which can be used to transmit data—each
of which has different, and dynamically varying, character-
istics. Thus the QoS problem obtains another dimension.

This section describes details of the QoS which may be
delivered by Hybrid Networking Systems according to one
set of embodiments. Included are descriptions of the desired
behavior of the hybrid system (including the types of
services which are identified (including paid and free video
and others), and the actions of the system), and the imple-
mentation architecture and algorithms to deliver this func-
tionality, according to one set of embodiments.

Note that there are two types of QoS. Prioritized QoS
relates to tagging of packets with a priority level. Packets
may be treated based on this priority (e.g., higher priority
may be treated differently than lower priority). Parameter-
ized QoS relates to reservation and guarantee of bandwidth
by the medium. Packets belonging to streams with a band-
width reservation are given highest priority (guaranteed)
delivery.

While some mediums (e.g. MoCA) implement a type of
Parameterized QoS, it may not be used in practice since it
may require end-to-end bandwidth reservation and applica-
tion level participation (to reserve bandwidth). This section
accordingly focuses on Prioritized QoS.

QoS related behavior may be appropriate in a number of
aspects of a hybrid network. Some of these aspects may
include classification of data into different types of services
(classes), tagging of data based on the classification, path
selection and assignment of classified data to particular
interfaces, fail over and re-assignment of flows, load bal-
ancing of traffic in cases of over-congestion, and stream
prioritization of different data streams when there is insuf-
ficient bandwidth to support them all.

Classification of data may involve separating data packets
into streams and classifying a stream as a particular type of
service. Some possible types of services that may be clas-
sified according to one set of embodiments include internet
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streaming video, internet streaming audio, internet real time
audio/video, and/or other types of services.

It should be noted that classification may include inspect-
ing the content of packets rather than the container type.
Thus content type classification may be possible with either
1Pv4 or IPv6 traffic.

It should also be noted that some types of traffic may not
be classified because they may already be tagged according
to their class. Examples of such types of traffic include IPTV,
VoD (carrier provided Video on Demand), and VoIP.

Once data is classified as a particular type of traffic it may
still need to be tagged. According to some embodiments,
some system elements may be configured to make use of
different levels of tag granularity. For example, a hybrid
system may potentially be able to use a higher granularity of
classification than network drivers. For example, in one
embodiment, “video” might just have one tag, but the hybrid
system may be configured to differentiate between IPTV,
VoD, and OTT types of video.

As streams start up they may be assigned to default
interfaces which are updated regularly. The algorithm for
selecting the default interface may include initially consid-
ering the link capacity (LC) of each available medium. In a
high availability scenario, sufficient link capacity to support
new traffic (e.g. link capacity greater than a pre-configured
or dynamic threshold, such as 25 Mbps, or any other
threshold) may be available on multiple media. In this case,
media (e.g., only considering those with LC greater than the
LC threshold) may be selected based on a programmable
order, e.g. “P52”. In a low availability scenario, there may
be no high link capacity media available. In this case the
medium with the highest link capacity may simply be
selected.

It should be noted that the programmable order of
medium preference may be configurable per class of traffic.
For example, the above example of “P52” might apply to
IPTV and indicate that IPTV streams may preferably be
assigned to PLC first, followed by Wi-Fi 5 GHz, and
followed by Wi-Fi 2.4 GHz.

In some embodiments, the link capacity threshold for
what is considered “high availability” may also be a con-
figurable parameter per class of traffic. Of course, when
streams start up it may not be known how much bandwidth
they will require. This threshold allows for behavior to be
customized per class of traffic. For example, according to
one set of embodiments, it may be desirable that at least 25
Mbps of LC is available for IPTV, while for OTT an L.C of
10 Mbps may be sufficient. It is also possible, to use a single
threshold for all classes.

It should be noted that in some embodiments, a type of
traffic may be excluded from some media. For example, if
only some of the available transmission media are specified
in a preferred order of transmission media (e.g., a preferred
order of “25” for might mean that only Wi-Fi 2G and Wi-Fi
5G will be considered, and the flow will not be forwarded on
the PLC interface even if both of Wi-Fi 2G and Wi-Fi 5G
become disabled. In this case the flow may be dropped. This
may or may not be a desirable option, depending on the
implementation.

The path selection algorithm described above refers to
link capacity. As noted above, the link capacity may be the
amount of traffic which can be transmitted from a source
point to a destination (typically measured in Mbps) on a
particular transmission medium. It may take into account the
physical characteristics of the link (e.g. PHY rate and PER)
as well as the overall medium congestion. However, from a
QoS point of view, it may be desirable to modify the link
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capacity to be class (priority) specific. For example, in some
embodiments, link capacity may be defined as the amount of
traffic for a particular priority class which can be transmitted
from a source point to a destination (in Mbps). Thus for a
particular hybrid device the link capacity may be a two-
dimensional array: LC[DA][Priority].

Note that when a channel is idle all link capacities to a
particular destination, i.e. LC[DA][*], are identical. But,
when there is traffic on a medium, link capacity for high
priority data may be higher than for low priority data—i.e.
LC[DA][HIGH]>=LC[DA][LOW]. This may allow for the
possibility of higher priority traffic pushing lower priority
traffic out of the way.

In some embodiments, the number of supported priorities
may be dictated by the underlying medium—for example, in
one set of embodiments, it might be 4 for both Wi-Fi and
PLC. Thus, in this case, even if higher granularity between
two types of stream exists due to classification (e.g., being
able to differentiate between IPTV and VoD), from the
perspective of available link capacity they may be identical.
Other numbers of supported priorities are also possible.

When one medium fails streams are re-assigned to other
available mediums. According to one set of embodiments,
for each stream on the failed interface, it may be determined
whether the stream can be switched to an alternative inter-
face. The path selection algorithm described earlier in this
section may be used to find an alternative interface—i.e. if
there are multiple mediums with sufficient bandwidth select
between them based on the medium priority configuration
for that priority class of the stream. Stream-specific link
capacity may also be used. If there isn’t sufficient capacity,
a stream prioritization methodology may be used.

When a medium becomes over-congested (medium utili-
zation crosses a threshold) some flows may need to be
re-assigned to other mediums in order to relieve the con-
gestion. According to some embodiments, high priority
flows (such as IPTV/VoD/OTT/VoIP, according to one set of
embodiments) should not be switched if possible, e.g., to
avoid glitches. In other words, lower priority flows should
be the first candidates for switching.

According to one set of embodiments, in order to load
balance, starting from lower priority levels and moving to
higher priority levels of streams on the over-congested
medium, the following steps may be taken. The next stream
with highest medium utilization may be selected. It may be
determined whether the stream be switched to an alternative
interface. This may include using the path selection algo-
rithm described earlier in this section i.e. if there are multiple
media with sufficient bandwidth select between them based
on the medium priority configuration for that priority class
of the stream. Stream-specific link capacity may also be
used. If the stream cannot be switched, the next stream may
be selected. If all streams of the lowest priority level cannot
be switched, a stream with highest medium utilization at the
next highest priority level may be selected. If there isn’t
sufficient link capacity for any stream to be switched, e.g.,
if other media are also over-congested, a stream prioritiza-
tion methodology may be used.

When all media are over-congested and load-balancing
cannot be performed, the quality of all streams on the media
may be degraded. There are two possible over-congestion
scenarios: there may be a mixture of higher and lower
priority streams causing over-congestion, or a set of streams
with equal priority may be causing over-congestion.

Depending on which scenario is occurring, a variety of
configurable actions are possible. For mixed priority
streams, lower priority streams may be dropped. If neces-
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sary/possible, a finer granularity of prioritization may be
used. For example, variations in priority between different
types of video streams (e.g., IPTV vs. VoD vs. OTT, etc.)
may be used if possible. An alternate option may be to
throttle TCP stream throughput. However, characterization
of Video TCP streams (e.g., OTT or VoD streams) may be
desirable to understand the throughput vs. time characteris-
tics of such streams. For example, it may preferable not to
throttle video TCP streams, in some embodiments.

For equal priority streams, a variety of options exist. One
possibility is to drop a flow which consumes the most
resources relative to its bit-rate. In some embodiments, flow
priority may be configured per destination address; for
example, traffic to a living room TV may have higher
priority over traffic to a bedroom TV. Capping TCP stream
throughput may be an option. Another possibility is to drop
the youngest flow. However, in some embodiments, fast
channel-switch may be one possible cause of oversubscrip-
tion, e.g., if a user switches from one IPTV channel to
another. Both streams may run concurrently during the
switch (so that a “black-screen” doesn’t appear) and the
end-device may select the correct (e.g., youngest) stream to
display. However, in case of resource contention the new
stream should receive resources preferentially over the older
stream. Thus, if there are multiple flows going to the same
end-device, the oldest flow may be dropped.

According to one set of embodiments, additional QoS-
specific constraints may be placed on packet aggregation if
desired. For example, lower priority streams may be split/
aggregated rather than high priority streams if possible. In
addition, a configurable parameter may be provided to
permit specifying that some traffic types will never be
aggregated.

Note that it may be desirable to never split/aggregate VoIP
streams (e.g., because of the potential for glitching), in some
embodiments. However, in many embodiments, such
streams may utilize very little bandwidth and accordingly
may generally not be preferred candidates for splitting/
aggregation.

As noted above, path characterization including QoS
considerations may utilize an enhanced link capacity per
destination and priority level. At the implementation level
this may translate into medium utilization per priority level,
since that may be used to determine available link capacity
from the raw link capacity, according to some embodiments.

It should be noted that channel access may depend on the
interactions of multiple nodes and the priority of the traffic
they have to send. For PLC this access may be fully
coordinated and has strict priority. For Wi-Fi this may be
statistical access—where higher priority traffic has a higher
chance of accessing the channel. The access within the node
may still be by strict priority (e.g., when a node has multiple
classes of traffic to send it may do so with strict priority) no
matter what the transmission interface is.

According to some embodiments, three Quality of Service
levels may be supported. These may include high priority
(e.g., expedited forwarding), medium priority, and normal
priority. For example, in one set of embodiments, videos,
voice over IP, or any other custom stream which needs to be
delivered with minimum packet loss and low latency may be
assigned high priority. Medium priority may be assigned to
any other higher priority traffic, while normal priority (best
effort) may be assigned to any other traffic types.

According to some embodiments, hybrid control packets
may be used for various hybrid control functions. These may
be extremely important for the correct behavior of the
system (topology discovery, path characterization, etc.), at
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least in some embodiments. Accordingly, if the control
packets do not arrive to their destination due to network
congestion, the hybrid functionality may be impaired.
Therefore, according to some embodiments, hybrid control
packets may typically have the highest priority available.

An exception to this may be marker packets (e.g., buffer-
begin/buffer-end, beginning-of-stream/end-of-stream, and/
or index marker packets). According to one set of embodi-
ments, marker packets may mimic the flow they are attached
to, in order to keep them in right order with their flow. The
mimic may include identical prioritization, destination
address, and/or other characteristics.

Bi-Directional Data

It should be noted that in some embodiments, a feature
forcing all traffic of a particular TCP flow to flow on a single
interface may be implemented. This may be done out of
concern that if the data and ACK streams were on different
interfaces the latency difference could trigger TCP to throttle
the flow.

In some embodiments, the path selection scheme
described herein may assume that every device makes
decisions on path selection and switching (due to fail-over or
load-balancing) independently of every other device. In
particular every device may make these decisions for
streams which originate from itself or which are bridged
through it (e.g., streams which the device originates for the
next portion of the streams’ path). If there are multiple data
streams between two devices in either direction each may be
assigned to a medium, and switched as needed, indepen-
dently of the other streams.

However, for some high level protocols, such as IP/TCP,
multiple streams in different directions are actually associ-
ated with each other functionally. For example, in the case
of IP/TCP, TCP data may flow in one direction while TCP
ACKs corresponding to this data flow in the other direction.
Many networking protocols may be designed to optimize the
performance of such dependent bi-directional traffic, e.g., by
reducing the turn-around time. According to some embodi-
ments, such optimization by the underlying media may only
be done if all dependent streams are using the same medium.
Thus, in some embodiments, for IP/TCP streams (and/or
other streams with associated bi-directional traffic), such
streams may be identified and all dependent streams may be
guaranteed use of the same medium.

One possible mechanism to accomplish this may include
a transmitting device explicitly informing a receiving device
that a stream may have an associated “slave” stream which
should utilize the same transmission medium as the “master”
stream. The transmitting device may inform the receiving
device via one or more control packets or via another means.

Another possible mechanism to accomplish this may
include a receiving device detecting and identifying such
streams. For example, the receiving device may identify a
streams based on an inspection of the first received packet of
a stream. If the inspection indicates that the packet is of a
type for which an associated stream in the opposite direction
may be generated, the receiving device may store informa-
tion indicating that the receiving device should not make any
path selection or load-balancing decisions for that stream. It
should be noted that the receiving device may also store
information indicating that the stream is a “slave” stream
(e.g., for which no path selection or load-balancing deci-
sions should be made locally) in the above-described mecha-
nism in which the transmitting device explicitly informs the
receiving device of the nature of the stream.

Thus, in one set of embodiments, a first plurality of
packets of a first stream may be received from a second
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device on a first transmission medium. It may be determined
that a second stream may be generated in association with
the first stream, where the second stream is for transmission
to the second device. In some embodiments, an indication
that the second stream may be generated in association with
the first stream may be received from the second device. In
this case, determining that the second stream may be gen-
erated in association with the first stream may be based on
receiving the indication that the second stream may be
generated in association with the first stream. Alternatively,
the first device may determine that the second stream may be
generated in association with the first stream independently
of any indication from the second device, e.g., by inspecting
one or more packets of the first stream to determine a packet
type.

Information may be stored indicating that the first stream
is assigned to the first transmission medium and the second
stream is associated with the first stream. A second plurality
of packets of the second stream may be transmitted to the
second device on the first transmission medium, which may
be based on the information indicating that the first stream
is assigned to the first transmission medium and the second
stream is associated with the first stream.

In some embodiments, the second plurality of packets of
the second stream may be generated in response to receiving
the first plurality of packets of the first stream. For example,
in one set of embodiments, the first plurality of packets may
include TCP data packets, while the second plurality of
packets may include TCP ACK packets generated in
response to the TCP data packets.

It should be noted that streams with associated reverse-
direction streams may present additional issues with respect
to stream splitting and aggregation. In this case, such
streams may either be exempted from stream splitting, or
(e.g., if possible) the protocol features causing the “slave”
stream (e.g., the TCP ACK feature) may be disabled, accord-
ing to various embodiments.

Self-Throttling

As described above according to some embodiments,
some devices may implement a mechanism to help eliminate
lost packets on fail-over by buffering packets on the transmit
interface. This buffer may then be transmitted on the new
interface in case of fail-over. Similarly, on the receive side
packets may be buffered when they are detected on a new
interface to guarantee in-order delivery. In the latter case,
once it is detected that all packets have been received, the
buffered packets may all be forwarded up the protocol stack.
In either case a large number of packets may be transmitted
in a short amount of time. This has the potential to cause
packet loss due to memory exhaustion, in some embodi-
ments.

One mechanism, briefly mentioned above, may include
using well known throttling mechanisms (such as TBF) to
limit the rate at which the packets are forwarded to their
destination. However, these general purpose mechanisms
may be complex—for instance, they may rely on additional
timers to help regulate the rate at which packets are for-
warded to their destination.

A simpler mechanism may include self-throttling. Since
packets of a particular stream may continue to be transmitted
and received after such an event, it may be possible to use
such transmission or reception as timers for the forwarding
of packets to their destination. For example, in one set of
embodiments, a FIFO buffer may be implemented, in which
new packets are placed at the tail of the buffer while a
programmable number of older packets may be removed
from the head and processed (e.g., forwarded to their des-
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tination). The buffer may eventually be exhausted, at which
point the self-throttling phase may be complete. The self-
throttling FIFO buffer may be implemented at either or both
of the transmitter and/or receiver side, according to various
embodiments, as desired.

Although the embodiments above have been described in
considerable detail, numerous variations and modifications
will become apparent to those skilled in the art once the
above disclosure is fully appreciated. It is intended that the
following claims be interpreted to embrace all such varia-
tions and modifications.

What is claimed is:

1. A method performed by a first device to transmit a
stream of upper protocol layer packets to a second device,
the method comprising:

receiving the stream of upper protocol layer packets from

an upper protocol layer;
inserting index marker packets into the stream, wherein
each of the index marker packets marks a relative
position in the stream, the index marker packets being
different from the upper protocol layer packets;

transmitting a first portion of the stream including at least
a first number of the index marker packets to the second
device via a first transmission medium;

after transmitting the first portion of the stream, deter-

mining to discontinue transmitting the stream via the
first transmission medium and determining to transmit
a second portion of the stream including at least a
second number of the index marker packets via a
second transmission medium, the second transmission
medium different from the first transmission medium;
and

transmitting the second portion of the stream including

the second number of index marker packets to the
second device via the second transmission medium.

2. The method of claim 1, wherein inserting the index
marker packets comprises:

determining a regular interval for inserting the index

marker packets into the stream; and

inserting the index marker packets into the stream in

accordance with the regular interval.

3. The method of claim 1, further comprising:

storing a subset of the first portion of the stream in a buffer

with corresponding index marker packets from the first
number of index marker packets; and

retransmitting the subset of the first portion of the stream

and the corresponding index marker packets via the
second transmission medium in response to determin-
ing to transmit the stream via the second transmission
medium and prior to transmitting the second portion of
the stream.

4. The method of claim 1, wherein determining to dis-
continue transmission of the stream via the first transmission
medium comprises:

determining that the first transmission medium has failed.

5. The method of claim 1, wherein inserting the index
marker packets into the stream comprises inserting the index
marker packets into the stream in accordance with irregular
intervals of upper protocol layer packets.

6. The method of claim 1, wherein said inserting the index
marker packets includes inserting the index marker packets
at a lower protocol layer of the first device that is different
from the upper protocol layer of the first device.

7. The method of claim 1, wherein the upper protocol
layer comprises a user datagram protocol (UDP) layer.

8. The method of claim 1, wherein the second portion of
the stream at least partially overlaps the first portion of the
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stream, and wherein the index marker packets enable the
second device to detect duplicate upper protocol layer
packets from the stream when the duplicate upper protocol
layer packets are received via both the first transmission
medium and the second transmission medium.
9. The method of claim 1, further comprising:
retransmitting a subset of the first portion of the stream
including corresponding index marker packets via the
second transmission medium in response to determin-
ing that at least the subset of the first portion of the
stream was not received by the second device via the
first transmission medium.
10. The method of claim 1, further comprising:
retransmitting a subset of the first portion of the stream
including corresponding index marker packets to the
second device via the second transmission medium,

wherein the corresponding index marker packets enable
the second device to detect and discard duplicate pack-
ets of the subset of the first portion of the stream
transmitted via both the first transmission medium and
the second transmission medium.

11. The method of claim 1, further comprising:

transmitting a buffer-begin marker packet to the second

device via the second transmission medium; and
retransmitting a subset of the first portion of the stream via
the second transmission medium,

wherein the buffer-begin marker packet identifies a pre-

vious index number for a previous index marker packet
and indicates a position of the buffer-begin marker
packet relative to the stream based, at least in part, on
the previous index number.

12. The method of claim 11, further comprising:

transmitting a buffer-end marker packet to the second

device via the second transmission medium after
retransmitting the subset of the first portion of the
stream via the second transmission medium, wherein
the buffer-end marker packet indicates to the second
device that subsequent upper protocol layer packets
transmitted via the second transmission medium are not
duplicates of the first portion of the stream.

13. The method of claim 11, the previous index marker
packet comprises a most recent index marker packet trans-
mitted with the first portion of the stream.

14. The method of claim 1, wherein inserting the index
marker packets comprises generating the index marker pack-
ets to mimic a flow characteristic of the stream, such that the
index marker packets will be routed in a same manner as the
upper protocol layer packets.

15. The method of claim 14, wherein the flow character-
istic comprises at least one member of the group consisting
of a stream identifier, a destination address, a priority level,
and a data type.

16. A first device, comprising:

a first network interface configured to couple the first

device to a first transmission medium;

a second network interface configured to couple the first

device to a second transmission medium;

a processor; and

memory for storing instructions which, when executed by

the processor, cause the first device to:

receive a stream of upper protocol layer packets from
an upper protocol layer;

insert index marker packets into the stream, wherein
each of the index marker packets marks a relative
position in the stream, the index marker packets
being different from the upper protocol layer pack-
ets;
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transmit a first portion of the stream including at least
a first number of the index marker packets to a
second device via the first transmission medium;

after transmitting the first portion of the stream, deter-
mine to discontinue transmitting the stream via the
first transmission medium and determine to transmit
a second portion of the stream including at least a
second number of the index marker packets via the
second transmission medium, the second transmis-
sion medium different from the first transmission
medium; and

transmit the second portion of the stream including the
second number of the index marker packets to the
second device via the second transmission medium.

17. The first device of claim 16, wherein the instructions,
when executed the processor, cause the first device to:

determine a first interval for inserting the index marker

packets into the stream; and

insert the index marker packets into the stream in accor-

dance with the first interval.

18. The first device of claim 16, wherein the instructions,
when executed the processor, cause the first device to:

store a subset of the first portion of the stream in a buffer

with corresponding index marker packets from the first
number of index marker packets; and

retransmit the subset of the first portion of the stream and

the corresponding index marker packets via the second
transmission medium prior to transmission of the sec-
ond portion of the stream of upper protocol layer
packets, wherein retransmission of the subset of the
first portion of the stream of upper protocol layer
packets occurs in response to a determination to trans-
mit the stream via the second transmission medium.

19. The first device of claim 16, wherein the instructions
to determine to discontinue transmission of the stream via
the first transmission medium comprises instructions which,
when executed by the processor, cause the first device to:

determine that the first transmission medium has failed.
20. The first device of claim 16, wherein the instructions,
when executed the processor, cause the first device to:
transmit a buffer-begin marker packet to the second
device via the second transmission medium; and

retransmit a subset of the first portion of the stream of
upper protocol layer packets via the second transmis-
sion medium,

wherein the buffer-begin marker packet identifies a pre-

vious index number for a previous index marker packet
and indicates a position of the buffer-begin marker
packet relative to the stream based, at least in part, on
the previous index number.

21. The first device of claim 20, wherein the instructions,
when executed the processor, cause the first device to:

transmit a buffer-end marker packet to the second device

via the second transmission medium after the retrans-
mit of the subset of the first portion of the stream via the
second transmission medium, wherein the buffer-end
marker packet indicates to the second device that
subsequent upper protocol layer packets transmitted via
the second transmission medium are not duplicates of
the first portion.

22. A system for transmitting a stream of upper protocol
layer packets from a first device to a second device, the
system comprising:

means for receiving the stream of upper protocol layer

packets from an upper protocol layer

means for inserting index marker packets into the stream,

wherein each of the index marker packets marks a
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relative position in the stream, the index marker pack-
ets being different from the upper protocol layer pack-
ets;
means for transmitting a first portion of the stream includ-
ing at least a first number of the index marker packets
to the second device via a first transmission medium;

after transmitting the first portion of the stream, means for
determining to discontinue transmitting the stream
including at least a second number of the index marker
packets via the first transmission medium and deter-
mining to transmit a second portion of the stream via a
second transmission medium, the second transmission
medium different from the first transmission medium;
and

means for transmitting the second portion of the stream

including the second number of the index marker
packets to the second device via the second transmis-
sion medium.

23. A non-transitory computer-readable memory medium
comprising program instructions for transmitting a stream of
upper protocol layer packets from a first device to a second
device, wherein the program instructions are executable by
one or more processors of the first device to cause the first
device to:

receive the stream of upper protocol layer packets from an

upper protocol layer;

insert index marker packets into the stream, wherein each

of the index marker packets marks a relative position in
the stream, the index marker packets being different
from the upper protocol layer packets;

transmit a first portion of the stream including at least a

first number of the index marker packets to the second
device via a first transmission medium;

after transmitting the first portion of the stream, determine

to discontinue transmitting the stream via the first
transmission medium and determine to transmit the a
second portion of the stream including at least a second
number of the index marker packets via a second
transmission medium, the second transmission medium
different from the first transmission medium; and
transmit the second portion of the stream including the
second number of the index marker packets to the
second device via the second transmission medium.
24. A method performed by a receiving device, the
method comprising:
receiving a first portion of a stream of upper protocol layer
packets and a first number of index marker packets via
a first transmission medium, wherein each of the index
marker packets marks a relative position in the stream;

receiving a second portion of the stream and a second
number of the index marker packets via a second
transmission medium in response to a change in trans-
mission of the stream from the first transmission
medium to the second transmission medium;

determining, based, at least in part, on index numbers of
the index marker packets in the first number of the
index marker packets and the second number of the
index marker packets, that one or more duplicate upper
protocol layer packets were received via the first trans-
mission medium and via the second transmission
medium; and

discarding the one or more duplicate upper protocol layer

packets and the index marker packets before processing
the stream of upper protocol layer packets.

25. The method of claim 24, further comprising:

storing information indicating a last index marker packet

received via the first transmission medium and a count
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of upper protocol layer packets received via the first
transmission medium since the last index marker
packet;

receiving a buffer-begin marker packet on the second
transmission medium indicating that a subset of the first
portion of the stream will be retransmitted via the
second transmission medium, wherein the buffer-begin
marker packet identifies a previous index number of a
previous index marker packet and indicates a position
of the buffer-begin marker packet relative to the stream
based, at least in part, on the previous index number;
and

wherein determining that the one or more duplicate upper
protocol layer packets were received via the first trans-
mission medium and via the second transmission
medium includes comparing the information indicating
the last index marker packet received via the first
transmission medium and the count of upper protocol
layer packets received via the first transmission
medium since the last index marker packet to the
position of the buffer-begin marker packet relative to
the stream.

26. The method of claim 25, the method further compris-

ing:

receiving a buffer-end marker packet via the second
transmission medium, wherein the buffer-end marker
packet indicates that subsequent upper protocol layer
packets received via the second transmission medium
are not duplicate upper protocol layer packets of the
first portion of the stream received via the first trans-
mission medium.

27. The method of claim 25, wherein at least a first packet
of the first portion of the stream is received via the first
transmission medium after the buffer-begin marker packet is
received via the second transmission medium, the method
further comprising:

discarding the first packet received after the buffer-begin
marker packet is received in response to a determina-
tion that the first packet is a duplicate of a second
packet received via the second transmission medium
after the buffer-begin marker packet.

28. A device, comprising:

a first network interface for coupling the device to a first
transmission medium and configured to receive a first
portion of a stream of upper protocol layer packets and
a first number of index marker packets via the first
transmission medium, wherein each of the index
marker packets marks a relative position in the stream;

a second network interface for coupling the device to a
second transmission medium and configured to receive
a second portion of the stream and a second number of
the index marker packets via the second transmission
medium in response to a change in transmission of the
stream from the first transmission medium to the sec-
ond transmission medium;

a processor; and

memory for storing instructions which, when executed by
the processor, cause the device to:
determine, based, at least in part, on index numbers of

the index marker packets in the first number of the
index marker packets and the second number of the
index marker packets, that one or more duplicate
upper protocol layer packets were received via the
first transmission medium and via the second trans-
mission medium; and
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discard the one or more duplicate upper protocol layer
packets and the index marker packets before pro-

cessing the stream of upper protocol layer packets.

29. The device of claim 28, wherein the instructions,

5 when executed the processor, cause the device to:

receive a buffer-end marker packet via the second trans-
mission medium, wherein the buffer-end marker packet
indicates that subsequent upper protocol layer packets
received via the second transmission medium are not

10 duplicate upper protocol layer packets of the first
portion of the stream received via the first transmission
medium.

30. The device of claim 28, wherein the instructions,

15 When executed the processor, cause the device to:

store information indicating a last index marker packet
received via the first transmission medium and a count
of upper protocol layer packets received via the first
transmission medium since the last index marker
20 packet;
receive a buffer-begin marker packet on the second trans-
mission medium indicating that a subset of the first
portion of the stream will be retransmitted via the
second transmission medium, wherein the buffer-begin
25 marker packet identifies a previous index number of a
previous index marker packet and indicates a position
of the buffer-begin marker packet relative to the stream
based, at least in part, on the previous index number;
and
30  wherein the instructions to determine that the one or more
duplicate upper protocol layer packets were received
via the first transmission medium and via the second
transmission medium comprises instructions which,
when executed by the processor, cause the device to
35 compare the information indicating the last index
marker packet received via the first transmission
medium and the count of upper protocol layer packets
received via the first transmission medium since the last
index marker packet to the position of the buffer-begin
40 marker packet relative to the stream.

31. The device of claim 30, wherein at least a first packet
of the first portion of the stream is received via the first
transmission medium after the buffer-begin marker packet is
received via the second transmission medium, wherein the

45 instructions, when executed by the processor, cause the
device to:

discard the first packet received after the buffer-begin

marker packet is received in response to a determina-
tion that the first packet is a duplicate of a second

50 packet received via the second transmission medium
after the buffer-begin marker packet.

32. A system for a receiving device, the system compris-
ing:

means for receiving a first portion of a stream of upper

55 protocol layer packets and a first number of index
marker packets via a first transmission medium,
wherein each of the index marker packets marks a
relative position in the stream;

means for receiving a second portion of the stream and a

60 second number of the index marker packets via a
second transmission medium in response to a change in
transmission of the stream from the first transmission
medium to the second transmission medium;

means for determining, based, at least in part, on index

65 numbers of the index marker packets in the first number
of the index marker packets and the second number of
the index marker packets, that one or more duplicate
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upper protocol layer packets were received via the first
transmission medium and via the second transmission
medium; and
means for discarding the one or more duplicate upper
protocol layer packets and the index marker packets
before processing the stream of upper protocol layer
packets.
33. A non-transitory computer-readable memory medium
comprising program instructions for detecting and removing

received duplicate packets, wherein the program instructions 10

are executable by one or more processors of a receiving
device to cause the receiving device to:
receive a first portion of a stream of upper protocol layer
packets and a first number of index marker packets via
a first transmission medium, wherein each of the index
marker packets marks a relative position in the stream;
receive a second portion of the stream of upper protocol
layer packets and a second number of the index marker
packets via a second transmission medium in response
to a change in transmission of the stream from the first
transmission medium to the second transmission
medium;
determine, based, at least in part, on index numbers of the
index marker packets in the first number of the index
marker packets and the second number of the index
marker packets, that one or more duplicate upper
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protocol layer packets were received via the first trans-
mission medium and via the second transmission
medium; and

discard the one or more duplicate upper protocol layer
packets and the index marker packets before processing
the stream.

34. A method for re-ordering out-of-order packets, the

method comprising:

receiving, via a first transmission medium a first plurality
of packets associated with a packet stream followed by
an end-of-stream marker packet that is not associated
with the packet stream;

receiving, via a second transmission medium, a begin-
ning-of-stream marker packet that is not associated
with the packet stream followed by a second plurality
of packets associated with the packet stream;

buffering at least some of the second plurality of packets
that are received prior to the end-of-stream marker
packet;

processing the first plurality of packets and the end-of-
stream marker packet; and

processing the beginning-of-stream marker packet and the
second plurality of packets after processing the end-
of-stream marker packet.
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